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1.3 Designers

Meet the designer:

-

André A. Rupp

Mindful Measurement

Andre V1 (Slide Layer)

1.4 Welcome

DM18 SLIDES

Welcome to the
ITEMS Module!

The woman to the left is Nora!

Along with the instructors

she will be guiding you
through the module content

Type your name below:
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1.5 Overview

_—
(]

Hello %Learner_Name
Thank you for your interest in this
ITEMS module!

LA

This module has a conceptual
theory section and a practical
implementation section

In the player menu the slides for
all sections can be accessed
individually along with resources
and a glossary

[

1.6 Target Audience

—
i

In this module you will learn about
automated scoring for
psychometricians
You can navigate freely through
the sections but we recommend

taking them in sequence if you
are new to this area of work

Advance to the next slide to get
started and look at the audience
description!

|\ \

Target Audience

Anyone who would like a gentle conceptual introduction to this topic:

» graduate students / faculty in Master’s, Ph.D., or certificate programs

* psychometricians and other measurement professionals

-« data scientists / analysts

* research assistants or research scientists

« technical project directors

+ assessment developers

However, we hope that you find the information in this module useful
no matter what your official title or role in an organization is!

DM18 SLIDES
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1.7 Expecations (I)

Let’'s discuss expectations....

1.8 Expectations (1l)

ITEMS Modules in Context

@ COLLEGE OF
EDUCATION : an | wny

Handbook of
Automated Scoring
T to Practice

PROGRAM BENCHMARK /RISy
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1.9 Learning Objectives

Learning Objectives

1l Understand how your analytic work might intersect with automated scoring

2. Knowthe key dimensions of an automated scoring engine validation program

3.  Understand how automated scores are produced

4,  Identify the decision points around automated scoring that psychometricians make

1.10 Prerequisites

Working knowledge of foundational concepts:

* Foundational statistical concepts
* Human scoring processes

* Open-ended test item types

* Reliability, validity, and fairness

No knowledge of particular statistical
techniques is assumed or required!
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1.11 Resources

Resources

Module Citation

Lottridge, S., Burkhardt, A., & Bayer, M. (2020). Automated scoring for psychometricians
(Digital ITEMS Module 18). Educational Measurement: [ssues and Practice, 39(3), XX-XX.

References (Slide Layer)

Resources

An
Introduction
to Machine
Learning
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1.12 Main Menu

Conceptual Foundations

01 [20 Minutes]

Worked Example

05 [20 Minutes]

Scoring Processes
[20 Minutes]

02

Data Activity

L [20 Minutes]

Foundations
suonesddy

03 Engine Design
[20 Minutes]
Quiz cec
2k [20 IMinuvas
Validation Evidence

[20 Minutes]

04

2. Section 1: Conceptual Foundations

2.1 Cover: Section 1

>
i

Welcome - ()
%Learner_Name%
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2.2 Learning Objectives

Learning Objectives

1. understand the goals and nature of automated scoring at a high level
22 Identify main benefits and drawbacks of automated scoring

3.  Describe how automated scoring is used in assessment

4.  Describe why psychometricians should care about automated scoring

2.3 Overview

Overview

Automated scoring refers to the use of computer
algorithms to score unconstrained / open-ended test items,
tasks, or activities. Automated scoring systems are typically

configured to mimic human scoring.

Writing Prompts

Extended constructed Short
response answer

Dialogue Speaking Perfj?ar;rlence

DM18 SLIDES 8/59 12/4/2020



2.4 AS at a High Level

Automated Scoring at a High Level

N —
Text Feature Statistical o
il | preprocessing extraction Modelling . : -

Automated Scoring

2.5 Scoring Approaches

Scoring Approaches

Automated scoring is typically used in conjunction with human scoring.

Automated
scoring only

Automated
scoring with
human
verification

Combined with
human scoring

Monitoring
human scoring

What varies is how automated scoring is combined with human scoring.

DM18 SLIDES 9/59 12/4/2020



2.6 Reasons for Use

Why Use Automated Scoring?

Automated scoring is often introduced into a program as a way to save time and money

When combined with hand-scaring, it can improve overall scoring accuracy and reliability.

—

Use results to make decision more quickly
M Support authentic assessment
Reduce scoring burden L Allow teachers to teach

Better measures of student ability
Improve reliability More stable measures across time

2.7 Drawbacks

Drawbacks of Automated Scoring

The use of automated scoring does come with costs around complexity.

= More complicated work flows for approving performance and

maonitoring scoring

» Time and resources to train the engine, including high-guality

hand-scored data

= Changes in scoring that may have impacts on psychometric scaling

= Psychometric analyses expand to include validation

= Continuous maintenance and improvement of software to
manage emerging new items, responses, and languages

DM18 SLIDES 10/59 12/4/2020



2.8 Topic Selection

Perceptions of Automated Scoring

Automated scoring can be a sensitive subject for people. People’s views of
language understanding, scoring, and large-scale assessment, and how

scores are used influence their perceptions of automated scoring.

Click on each area to learn more @ m

2.9 Understanding

Language Understanding

Ellis Page (2003) listed three major objections to automated scoring. Underlying each
of these objections Is the idea that machines cannot understand language.

Writing is uniquely human and cannot be adequately

Humanist

understood or interpreted by a machine.

Because machines do not properly understand language,
Defensive properly ESE

they can be gamed.

Even if machines can mimic human scoring, their
Construct

underlying processes are fundamentally different.

DM18 SLIDES 11/59 12/4/2020



2.10 Hand-scoring

Hand-Scoring

Perceptions of automated scoring are closely tied into perceptions of hand-
scoring quality. We should know the limitations of hand-scoring.

The recruitment, qualification, and monitoring of raters

Raters requires considerable effort to achieve high-quality
scoring.
Error exists in hand-scoring, as evidenced by exact
Accuracy

agreement rates and other measures of reliability.

Raters can exhibit severity/leniency bias, and scores can
drift over time due to fatigue and context effects

Bias & drift

The worked example provides an illustration about the need for
human score quality and that humans don't score perfectly.

2.11 Large-Scale Assessment

Large-Scale Assessment

Understandably, views of automated scoring are linked with views on large-
scale assessment because automated scoring is often - although not always -

usedina Iarge-scale assessment context.

The psychometric processes underlying the scores
) reported to teachers and students are often opaque to
Psychometrics
most stakeholders and the link between item-level scores

and test-level scores is not clear.
Stakeholders want to use the results of large-scale
Curriculum &  assessment to improve teaching and learning, and course

instruction curriculum is often modified to better align with large-scale

assessment scores.

DM18 SLIDES 12 /59
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2.12 Use

How automated scores are used can impact perceptions of

automated scoring.

Immediate
feedback

Scores that are returned immediately have generally been
seen as useful because they can be applied to teaching
and learning quickly.

Replacement for
hand-scoring

When automated scoring replaces hand-scoring, it can
raise questions around whether the engine is prioritizing
different elements of writing over what hand-scorers may

prioritize, thereby potentially impacting instruction

Combined with
hand-scoring

Stakeholders are generally more receptive to scoring
approaches in which automated scoring is used alongside
hand-scoring. This is because a hybrid approach retains
the link to the ‘human’ elements around scoring.

2.13 Psychometric Relevance

The use of automated scoring is growing
in large-scale assessment programs

The analysis of automated scoring results is
(or will be) part of the psychometric workflow

DM18 SLIDES

Scoring of open-ended items is a psychometric
concern outlined in the Standards
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2.14 What Psychometricians Should Know

What Should Psychometricians Know about AS?

How the engine functions

1

What and how features are extracted

What statistical models are used

How aberrant responses are identified

r

1

I

How the engine is trained

What and how samples are created

How train and test samples are used

What statistics to use in evaluation

f

How the engine is monitored I What design to use to monitor engine

What statistics to use in evaluation

How to approach validation

2.15 Final Thoughts

Final Thoughts

The use of automated scoring is growing in
assessment programs as a way to reduce costs and
return scores faster.

The introduction of an engine can provide many
benefits to a program, but has costs both in terms of
complexity and perception by stakeholders.

Careful consideration should be paid to the
psychometrics underlying any change to an existing
assessment system as well as the rationale and
theory underpinning the use of an automated
scoring engine,
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2.16 Bookend: Section 1

This is the end of this part.

Main Menu

3. Section 2: Scoring Processes

3.1 Cover: Section 2

Welcome Section 2:

%Learner_Name%

J Scoring
' Processes
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3.2 Learning Objectives

Learning Objectives

1. Understand what high-level steps are involved in training an automated scoring model |

2. Understand how sampling procedures may differ from standard psychometric analyses[

3. Understand the steps involved in item training and validation

4. Understand how to monitor automated scoring systems

3.3 Topic Selection

Overview

Like all statistical processes, automated scoring relies on data to

estimate parameters for modeling human scoring

Click on each process to learn more M

DM18 SLIDES 16 /59 12/4/2020



3.4 Response Collection

Response Collection

R

Data that the automated scoring engine is

trained on should be representative of

the intended population

= Responses are typically sampled in conjunction with other psychometric
analysis and as part of field-testing, but can sampled separately as well

= Approximately 2,000 responses for each item are needed for automated
scoring models

= The representation of key subgroups should be considered to be able to
examine fairness; subgroups often include:

v sex

v ethnicity

v disability status

v English language learner status

3.5 Hand-scoring

Hand-scoring

Automated scoring models human scoring, and so
human scores should be of the highest quality

using the procedures below

= Range-finding, or the process of using committees of experts to determine how
to interpret the rubric, is a critical step in ensuring high-quality scoring

= The processes around rater recruitment, hiring, training, and gualification rely on
well-defined criteria and training materials should reflect this

= The scoring design should include at least two independent reads, preferably
with adjudication of discrepant scores

= Rater scoring should be monitored continuously using back-reads, validity
papers, and evaluation of statistical measures

DM18 SLIDES 17 /59 12/4/2020



3.6 Sampling

Sampling
Additional sampling is required in automated it sttt
scoring to protect against over-fitting and to - -
ensure that we can predict how the engine will ot

perform during live testing

= Itis critical to preserve a sample - called a test set - untouched by modeling and
selection of models (typically 15-25% of the entire sample)

= Stratified sampling should be used to ensure score point representation because
high or low scores are rare for most items

= The type of sub-sampling will be driven by the model-building process

¥" Multiple models are built and evaluated using a validation set

v Combining models into an ensemble requires more complex sub-sampling

3.7 Sub-sampling

Sub-Sampling Techniques

There are three main methods used to support the training and evaluation of
competing automated scoring models.

= Divide training sample into train and validation, typically 85/15 split
* Examine performance on the validation sample
Singe-sample « Simplest method and least computationally intensive
PHEFIES * Results are less stable due to small validation sample size )
; S B
* Ensures all records receive a validation score
= Compute metrics on all records
PRLEIE | * Supports estimation of variance due to sampling
AR * Moderately computationally intensive
= Allows for estimation of standard error associated with the maodel statistics
* Validation scores can computed from the non boot-strapped samples
Bootstrapping | Very computationally intensive )

DM18 SLIDES 18 /59

12/4/2020



3.8 Cross-validation

k-fold Cross-validation

One of the most rebust sub-sampling methods is k-fold cross validation

Divide sample into k even-sized partitions Every record in sample is part of
some validation sample
= Combine k-1 partitions, model on

* You now have predictions on every
partition, and predict kth partition

element in your training sample

= Do this for each possible combination « Results should reflect what we expect

= kcan be any number (often k=5 or k=10) to see in the population

Training set |

Training folds Test foid

vesoe [ [ TTTTTT = &
rome CCCTCLLT T =5 |
F*iteration . = EI m'.-l

v LT T T T T T 1] =

3.9 Bootstrapping

Bootstrapping

Bootstrapping can also be used if accurate estimation of variance is a concern

when determining models

. ... 26 G ... bootstrap sample 1
o0

. .... 518 .. 9) bootstrap sample 2
. . . ... 45 .... bootstrap sample 3

original sample

= Bootstrapping is repeated sampling with replacement

= 1/3 of sample is typically not drawn and used for validation

= The average of the bootstrap results is your accuracy estimate
» The standard deviation is the standard error estimate

* Bootstrapping can be computationally intensive

DM18 SLIDES 19/59 12/4/2020



3.10 Evaluation Criteria

Evaluation Criteria

Criteria used to evaluate engine performance can be

absolute and or relative to human scoring

Quadratic Weighted Engine-human QWK must be Engine-human QWK should be within

Kappa greater than .7 .1 of human-human

Exact Agreement Engine-human Exact Agreement Engine-human Exact Agreement
must be greater than 70% should be within 5.25% of human-

human

Standardized Mean Engine-human d must be no greater

Difference (Cohen's d) than .15 in magnitude

Standard deviation ratio The ratio of engine score standard

deviation to the human score standard
deviation should be no less than .90

3.11 Training

Training

The goal of training is to build competing models

and select the best-performing model from among them

= Competing models represent different selections around:
v text preprocessing approaches
v predictive features
¥ statistical models

» Each model should reflect a theoretical approach that is aligned to the scoring rubric
* Model performance is evaluated relative to hand-scoring performance

= Model selection should consider errors in measurement in addition to thresholds

* Model selection should be done on a validation sample, not the test sample

» If models are combined, separate samples should be used to estimate parameters

DM18 SLIDES 20/59 12/4/2020



3.12 Validation

Validation

The purpose of validation is to obtain evidence
that the chosen model performance will generalize
to the intended population

= Validation methods should be used sparingly, preferably only once at the end of
the training process

» The performance of the engine is evaluated relative to hand-scoring
performance

= Criteria for adequate performance should be defined up-front and automated

scoring performance relative to criteria should be provided in a technical report

= Data required for criteria evaluations include a first human score, a second
human score, and an engine score and any subgroup data

3.13 Example

Example Evaluation Analysis

Below is a typical output from a report of an
automated scoring engine on a writing item with
three traits.

Quadratic Weighted
Kappa Exact Agreement
5t. Dev.
Dimension |SMD| Ratio H1H2 HSAS Diff H1H2 HSAS Diff
CONVENTIONS 243 0.132 0.953 0.571 0.726 | -0.155 0.626 0.765 | -0.140
ELABORATION 243 0.006 0.983 0.746 | 0.851 -0.105 0.782 0.864 | -0.082
PURPOSE 243 0.024 1.049 0.762 | 0.811 -0.049 0.778 0.844 | -0.066
DM18 SLIDES 21/59 12/4/2020



3.14 Fairness

Fairness

Fairness evaluations examine the measures within subgroup
(e.g., females) and may consider all measures or subsets of

measures

= Fairness is not well-studied in automated scoring; typically, we look for differences in
engine performance within subgroup relative to hand-scoring

= Subgroup sizes may be too small to examine fairness for any given item but
aggregation of results across items may provide insight into global issues

= Samples should be matched on ability to ensure that the evaluation is examining

only the performance of automated scoring (versus difficulty)

= Fairness can be measured by examining the degree of differential item functioning
(DIF) across machine-scored and hand-scored items

3.15 Fairness Example

Example Fairness Evaluation

We can examine the scatterplot of automated scoring mean scores
and human mean scores by subgroup for samples matched on
ability. We should see the lines of best fit overlapping for the two
groups AND overlapping with the identity line.

HS mean by AS mean for Brief Write items, subgroup black
14 S

12

L]

10 []
08

06 i

Automated score mean
L]
°

04 ™

02 [} [ ] & Black
(] @ rnon-Black

00

00 02 04 06 08 10 12 14
Human score mean
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3.16 Mitigation of Issues

Mitigation of Issues

If engines performance is problematic, various mitigation

oy
Q

o%

Fd
procedures may need to be put in place Q@

Procedures include:

v re-calibration of statistical models

¥ removing the engine from scoring processes
¥ routing more responses for human scoring
v

future engine improvement

3.17 Scoring

Scoring using automated scoring involves decisions around
how to include hand-scoring, how to monitor scores, and
mitigation strategies in the event of scoring errors

= For most use cases, hand-scoring should be used during the scoring process to score
unusual or hard-to-score responses or to validate engine performance

= Monitoring of scares can include the statistics outlined in the validation section and
criteria should be set prior to scoring to be able to detect issues early

¥ Monitoring should be conducted frequently

¥ If issues are identified, the source of error could be the hand-
scoring or machine scoring; both require review
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3.18 Final Thoughts

Final Thoughts

There are multiple steps in the automated
scoring process.

An sound methodological focus at each step
will produce benefits for each later step.

An approach that ensures alignment between
each step and to the purpose will support a
solid validity argument for the use of

automated scoring in a program.

3.19 Bookend: Section 2

This is the end of this section.

Main Menu

DM18 SLIDES 24 /59 12/4/2020



4. Section 3: Engine Design

4.1 Cover: Section 3

A

mEmm . 7

Welcome
Y%Learner_ Name%

4.2 Learning Objectives

Learning Objectives

an automated scoring system

1. Understand the high-level processes for how an essay receives a score from

2. Develop intuition around the model building process

receiving a score

3. Learn about the different checks that an essay undergoes in addition to

DM18 SLIDES

25/59

12/4/2020



4.3 Topic Selection

A
=] "

Additional Detection Systems

Automated Scoring

Click on each section to learn more m

4.4 Preprocessing

Text Preprocessing

Text preprocessing “standardizes” a response for the next step of feature extraction

This is aN exampel of TEXT! this is an example of text!

that's written by a student, — thét is written by a student
prior to processngig.. prior to processing.
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4.5 Feature Extraction (I)

Feature Extraction (I)

Feature extraction takes a text preprocessed response and converts it to a vector

or array of numeric values

m Feature1 Feature2 Feature 3 Featured
5 1 1 8

Features are predictor variables

Features can be explicit or implicit

4.6 Feature Extraction (ll)

Feature Extraction (l1)

Features are intended to represent the criteria of a rubric at different score levels

DM18 SLIDES

Multi-paragraphs

Introduction

Conclusion

Essay is easy to follow
Multi-paragraphs

Introduction and conclusion

Essay is typically easy to follow, but there are some parts
that are unclear

More than two paragraphs
Missing Introduction or conclusion
Difficult to follow the essay

Single Paragraph

No introduction or conclusion
Topic of essay is not clear

27 /59
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4.7 Feature Extraction (Ill)

Feature Extraction (lll)

Each response receives an array of values after the feature extraction
phase and a data set is produced as below

Student Human Score # of Paragraphs Introduction Conclusion Coherence
1 4 5 1 1 8
2 3 4 0 1 6
5] 2 3 1 0 s
4 1 1 0 0 1

Specified Model:

Score; = Py + By (Paragraphs;) + B,(Introduction;) + f5(Conclusion;) + f4(Coherence;)

4.8 Statistical Modeling

Score Prediction

The feature values are entered into a predictive model to produce scores

Score; = 0.5+ .05(Paragraphs) + 1(Introduction;) + .75(Conclusion;) + 2(Coherence;)
Score; = 0.5+ .05(5) + 1(1) +.75(1) + 2(.8) = 4.1 =~ 4
Score; = 0.5 +.05(4) + 1(0) +.75(1) + 2(.6) = 2.65 ~ 3
Scare; = 0.5 +.05(3) + 1(0) +.75(0) + 2(.3) = 225~ 2

Scorey = 0.5 +.05(1) + 1(0) +.75(0) +2(1) = 0.75 ~ 1
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4.9 Final Checks

Additional Response Detection Systems

The automated scoring process is trained to predict the score of typical,
on-topic responses. Additional classification systems are used to identify
responses that fall outside of ‘typical.’

Click on each image to learn more

Nonattempts (Slide Layer)

Final Checks: Coding Non-attempts

Codes are assigned to explain why a student received a score of @ or no score at all

f—

Djdkdidk [:kjdic ldds Gibberish
Voy a escribir in espanol.

-

Blank

DM18 SLIDES 29/59 12/4/2020



Aberrant Text (Slide Layer)

Final Checks: Aberrant Text

Essays that are markedly different from the training data are flagged
and routed for hand-scoring review

Unusual number of characters, words, sentences, paragraphs

Language Words in essay are unusual compared to training sample
-
Feature Features are dissimilar using a multivariate comparison

Probability associated with the score is below a threshold

Cheating (Slide Layer)

Final Checks: Cheating

Mitigate criticisms about scoring mis-scoring both unusual essays
and essays that are intenticnally trying to game the system

Text taken directly from Wikipedia
Restating the prompt without additional Copied Text

My name is john my name is john my ... Repetitive text
I will write about my summer vacation Off-topic

DM18 SLIDES 30/59 12/4/2020



Safety (Slide Layer)

Final Checks: Safety

Identify if the student Is using the test to disclose a harmful sltuatien

Students will sometimes report on a test that they are In a harmful situatlon such as
they are being abused or are threatening sulcide

Historically, human graders have been responsible for flagging this type of student
wrlting but the burden Is belng transitioned to automatic detectlon systems

Thousands of pleces of student writing are flagged annually {but are still rare)

4.10 Non Attempts

Coding Non-attempts

Non-attempts are used to identify responses that do not meet the minimal criteria for a
score in the rubric. Typically, codes are used to label the nature of the non-attempt.

Blank

Djdkdidk [;kjdic ldds Gibberish

No, IDK Refusal

Voy a escribir en espanol. Non-English
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4.11 Aberrant Responses

Aberrant Responses

Responses that are markedly different from the training data are
often flagged and routed for hand-scoring review. This is done
because aberrant responses are not likely to receive a correct score
from the automated scoring engine.

Surface Unusual number of characters, words, sentences, paragraphs.

55

Language

Words present in essay are unusual comparedto trainingsample.

Feature Features are dissimilarusing a multivariate comparison.

Score The probability associated with the scoreis below a threshold.

4.12 Gaming Responses

Gaming responses are those that seek to receive artificially high scores from
the engine beyond what is actually warranted by the response. Automated
scoring engines are trained on typical, on-topic, and presumably non-gamed
responses and so algorithms are needed to detect gaming responses.

DM18 SLIDES 32/59
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4.13 Safety

Identify whether the student is using the test to disclose a harmful situation.

» Students will sometimes report on a test that they are in a harmful situation,
such as they are being abused or are threatening suicide.

s Historically, human raters have been responsible for flagging this type of
student writing, but the burden is being transitioned to automatic
detection systems.

» Thousands of pieces of student writing are flagged annually (but are still

’

rare).

4.14 Final thoughts

Final Thoughts

We stepped through a high-level conceptualization of
how an automated scoring engine works.

We covered additional text classification systems so
that essays that should be receiving scores do, and
responses that may be questionable are identified and
potentially routed for humans for review.

These systems are in place to ensure valid scores.
The data activity will help to further illustrate the

methods of preprocessing, feature extraction, scoring,
training and validation.
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4.15 Bookend: Section 3

This is the end of this section.

Main Menu

5. Section 4: Validation

5.1 Cover: Section 4

Section 4:

Welcome
Y%Learner_Name%

Developing a
Program of
Validity
Evidence

around
Automated
Scoring Use
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5.2 Learning Objectives

Learning Objectives

1. How to apply validity demands to automated scoring

2.  What validity concepts and practices are relevant to automated scoring evaluations

3. What guestions and tools might be applied to evaluations

4.  How automated scoring fits into the larger context of validity

5.3 Evolution

Evolution of Automated Rater Validation

Increasing ;
Comprehensiveness in @ Human-Machine score agreement used
& B as validity evidence
Approaches to Validation |

Incorporated test and item design
considerations

Emphasized the need for quality assurance
of the human scores used to train engines

. '-'I e : oW
\ L = Established statistical criteria for automated
II‘. 1 score quality
Ml l )

Provided frameworks for validation to

evaluate relationships between constructs,
rubrics, responses, and rater behavior
Explored inferential methods to evaluate
multiple raters (whether human and machine)
over item collections

guide decision-making and allow for
synthesizing evidence from multiple sources

. Developed systems level approaches that

DM18 SLIDES 35/59 12/4/2020



5.4 Validation

Score Validity and Sources of Evidence

Validation in automated scoring sits in the larger context of test score
validity, where the AERA, APA, & NCME Standards for Educational and
Psychological Testing (Standards, 2014) defines validity as:

”..the degree to which evidence and theory support the interpretation of test
scores for proposed uses of tests.”

As a reminder, the Standards outline five sources of validity evidence
which serve as a practical basis for thinking about how to collect and
interpret evidence supporting the use of test scores.

1. Content validity
. Internal structure
. Response processes

. Relationships with other variables

vooR WM

. Consequences of use

5.5 Validation Process

Validation Process

Validation - as applied to scoring - is an ongoing process in which evidence is
collected over time to examine the degree to which automated scoring
supports the use and interpretation of assessment results

= Autormnated scores are interchangeable with human rater scores

= Validation of automated scoring is similar to validation of human scoring

= Analyses depend upon:
¥ the ways in which scores are used in the program for operational reporting
¥ the ways in which human and automated scores are combined

e =
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5.6 Topic Selection

Validity Demands in Automated Scoring

We can break down validity demands into four areas:
scorability, construct validity in engine design, and item/test comparability.
Fairness evaluations should be embedded in each area.

+ Does the item lend itself to high-quality scoring?
* Do the rubrics and scoring materials support high-quality scoring?
+ Do the human rater training materials and methods support high-quality scoring?

Scorability

* Does the engine design support the assessment of the construct, for all examinees?
+ Do empirical analyses support that the construct is not altered?
» Are non-attempt and cheating or otherwise aberrant responses accurately identified?

* Does the engine demonstrate comparability to human raters in the aggregate?
+ Does the engine demonstrate comparability to human raters for all examinee groups?
+ Does the engine exhibit similar to other as human rater scores?

-level
comparability

+ Does the inclusion of automated scoring change the internal structure of the test?
* Does the inclusion of automated scoring change the estimated item and person parameters?
» Does the inclusion of automated scoring change how results are reported?

Test-level
comparability|

5.7 Scorabilty

Scorability

The design and hand-scoring of items should support the k:.j_‘)O(ta
creation of high-quality scores on which to model

Response

e Expectations

Examinee Scoring

DM18 SLIDES 37/59
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5.8 Construct Validity

Construct Validity

For every type of score assigned, the madeling of '
responses should align with the construct

associated with that score

Construct Definition

Pre_process Extract Estimate

Responses Features Model

5.9 Example

Example: Gibberish

Gibberish responses are characterized by consisting primarily of words

that do not occur in the tested language

Pre-process Extract Estimate
Responses Features Model

* Convert to lower case = Count number of
processed words in
tested language

* Set threshold for
identification for optimal

* Remove punctuation classification

* Identify misspelled words dictionary

* Spell-correct * Divide by number of
words in response

* Use input from experts
around interpretability

Some threats to validity with the above process are:

1) Spell-correction can inadvertently correct intentionally gibberish words to the tested
language

2) Responses written in non-tested language can be incorrectly identified as gibberish
3) Phonetically-spelled language can be mis-classified as gibberish
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5.10 Item-level Comparability

Item-level Comparability

Item-level comparability examines whether the scores provided by automated
scoring are interchangeable with those provided by human raters

5= Quadratic-weighted Kappa
M

QObserved score comparisons
T —

Difference from human-human agreement

Loadings and error variance

Measurement invarlance
Correlations across domain test scores

Correlations with other measures

ata fi

e
Latent score comparisons —_—
—

Relationship with external criteria

5.11 Test-level Comparability

Test-level Comparability

Test-level comparability examines whether the test-level scores that use automated
scoring are interchangeable with test-level scores that use human rater scores

mulative frequen
Reliability

It person parameter estimates

Model-data fit

Latent score comparisons

Achievement levels

: g s Correlations across domain test scores
Relationship with external criteria —
Correlations with other measures
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5.12 Standards

Standards for High Quality Validation

1. The rationale for using automated scoring should be clearly articulated and
appropriate for the program in which it is used.

2. The architectural design of the automated scoring system should be grounded in a
theoretical approach that aligns with the constructs assessed via the items, rubrics,
and other scoring materials.

3. The automated scoring system should be trained on a representative sample of
responses that were hand-scored with a level of quality aligned with program needs.

4. The validity, reliahmty, and fairness of automated scoring should be evaluated using
a sound methodological and statistical approach and clear evaluation criteria.

5. The approach for using automated scoring and/or human scoring during test
administrations should be based upon scoring performance and aligned to the needs
of the program.

6. Awell-defined process for reviewing scoring performance during and after test
administrations should exist and there should be a process in place for handling errors
or disruptions.

7. Examinee data should be treated securely and in accordance with the laws and
principles that regulate the assessment program.

5.13 Closing Thoughts

A Few Closing Thoughts

Although validation approaches in automated scoring have
advanced in important and substantive ways since 1966, that
work is not done.

Processes and approaches to validation for automated scoring
are continually advancing toward the goals of improving the
accuracy of automated scores, their evaluation criteria, and of
course, to address continued public skepticism of a machine's
abilities relative to trusted human raters.

There are many opportunities for your participation in the
continued research and development of automated scoring,
and how evidence of the validity of the scores that they
produce is established.
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5.15 Bookend: Section 4

This is the end of this section.
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6. Section 5: Worked Example

6.1 Worked Example

A L

Section 5:

Welcome
%Learner_Name%

Evaluating
Test Score
Comparability

6.2 Learning Objectives

Learning Objectives

1. Understand the potential impact on total test score comparabilit

over a range of automated rater quality

2 Understand how different quality human scores may impact tot:

test score accuracy
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6.3 Objective 1

An Evaluation of Test Score Comparability

Objective 1:

Understand how different quality human scores impact test |evel
accuracy

This can inform decisions about the adequacy of human scores for
training and validating an automated rater.

Scenario:

= -3300 examinees take a 20 item test where 50% of their raw score
points are based on human scores

=  We want to know the consequence of using scores from human
raters that perform at different thresholds for acceptable
agreement (0.70, 0.80, 0.90 QWK).

6.4 Approach

An Evaluation of Test Score Comparability

Approach

Use the Hierarchical Rater Model' (HRM) to add specified
levels rater error to human scored data

3

I Estimate examinee latent scores I

=

Compare latent test level scores across different levels of
rater error
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Reference (Slide Layer)

Reference

The Hierarchical Rater Model for Rated Test Items
and its Application to Large-Scale Educational
Assessment Data

Richard J. Patz
CTB/McGrave-Hill

Brian W. Junker
Camegic Mellon University

Matthew S. Johnson
Baruch College

Louis T. Mariano

RAND

6.5 HRM

The HRM Model

HRM is a two-stage, three-level hierarchy with observed ratings (X), ideal ratings

(£.), and examinee true scores (8):

The 2 stages are:

The 3 levels are:

0, ~ii.d.N(go®), p=1.P
§pi ~an IRT model, i = 1
Xipr ~ signal detection model,r = 1, ..., R, for each p, i

I, for each p

« Stage 1: signal detection model that produces an “ideal” rating
* Stage 2: measurement model use for estimating latent trait test scores (thetas)
using ideal ratings for each examinee response

Back

* Level 1: models the distribution of ratings given the quality of the response

+ Level 2: models the distribution of an examinee’s response given their ability
¢ Level 3: models the distribution of the latent trait theta

DM18 SLIDES

44 /59

12/4/2020



6.6 Signal Detection

Using HRM to Simulate Error

The rating process is modeled as a discrete signal detection-like problem

relating observed and ideal ratings.

In other words, how likely is rater r to give rating k, given ideal rating ¢7

Each row in the table is a
unimodal (unfolding) discrete

[ Observed Raling (k) distribution where the mode is

o 2 2 K the rater bias and the

I B P o B . variability ~represents rater

1 [} P Pn, Py unreliability.

3 Py, P Po | Py

L 4 1 1 P{‘.’ P.‘..‘ P':.‘ PH: i i i it

Er e e 3 We use this distribution to

Nete By, = PRt s el g § i cch o of s mati simulate rater error in vectors
of item scores based on
parameter values that

correspond to the QWK values.

6.7 Simulation Process

The Simulation Process

Observed data with

for a 20-item test 1 The imates
where 50% of the 2. Raw to theta table

Obtai
raw score range is o
based on human
rater scores

Compare

1 A new set of theta estimates
2 A new raw to theta table

'Man |,
ate N
Clefs Ofbfas Erg With

Yariap; iy
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6.8 Objectvel Results

Human Basis for Automated Rater Training

10 20 30 40
Raw score

o-

6.9 Objectivel Summary

What Do These Results Tell Us?

* There is a range of quality that can be present in the human scores
used to train automated raters...

...and we know from literature that automated raters are likely to
reflect the level of quality of the human rater scores used to train
and validate the engine

= The impact of different levels of rater error can be consequential for
examinees...

...s0 we may decide that those consequences are acceptable or they
are not acceptable

Now let’s take this approach one step further and use it to target a range of

acceptable score accuracy during automated rater training and validation!
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6.10 Objective 2

Setting Quality Targets for Engine Training

Objective 2:
Understand potential impact on test level score comparability

over a range of QWK

Approach:

1. Using the observed data:

¥ Introduce HRM error corresponding to QWK of 0.70 for a single rater
v Separately, introduce HRM error corresponding to QWK of 0.90 for a
single rater

2. Estimate latent trait scores from these scenarios

3. Compare examinee scores to understand the potential impact over the
simulated range of engine performance

6.11 Objective 2 Results

Impact based on a Single Rater

|
i
i
© i
ﬁ colour
= Lower bound w3 O0denved ratings.
> 7..,E = o Upper bound vs. Gosenved ratings
b awk=os0 __——
i
L
R =5
QWK =0.70
Raw Score
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6.12 Objective 2 Summary

What Do These Results Tell Us?

= Depending on the how the scores for this test are to be used, we may
find that an automated rater performing at this lower bound threshold is
not acceptable.

* Alternatively, we might decide that the quality is acceptable and proceed
with setting a target as intended.

6.13 Overall summary

Utility of Evaluating Quality Thresholds

+ The utility of this type of analysis lies in how it allows us to understand
the potential downstream effects of rater error on an examinee's
total test score, under the conditions of an observed data set.

+ If developers are able anticipate the potential effects of rater bias
and variability in the context of a specific test design, and using
observed data, they can make possibly increasingly informed

decisions about the quality criteria that are used for determining

the acceptability of an automated rater.
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6.14 Bookend: Section 2

This is the end of this section.

Main Menu

7. Section 6: Data Activity

7.1 Cover: Section 6

Section 6:
%Leavr\::ilr\ln:me% Data Activity:
Building an
§ Automated
Scoring Model

DM18 SLIDES 49 /59 12/4/2020



7.2 Learning Objectives

Learning Objectives

1. Get background information on the essays that are loaded into the app

2. Use a Shiny app to develop intuition around building an automated scoring model

3. Explore basic examples of features and statistical methods used in automated scoring

7.3 ASAP items

Background: Data Source

These essays are from a Hewlett Foundation data science competition

Automated Student Assessment Prize (ASAP)

Two sets of essays are loaded into the app:

* Prompt 1: Write a letter to your local newspaper in which you state
your opinion on the effects that computers have on people. Persuade
the readers to agree with you.

*  Prompt 2: Write a persuasive essay to a newspaper reflecting your
views on censorship in libraries
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7.4 ASAP essays

Background: Data Source

Atypical characteristics of these essays:

* Anonymized (replaced proper nouns with generic tags;
Denver <- @LOCATION)

* Single paragraphs

* Rubric combines multiple traits into a single score

* Noresolved score

* Transcribed from handwritten responses

How might these characteristics impact the scoring process
(for either a hand-scorer or a model)?

7.5 Prompt 1 Rubric

Rubric: Computers (Prompt 1)

Score Point 1: An undeveloped response that may take 2 position but offers no more than very minimal
support. Typical ehements:

Contains few or vague detalls.

s awkward and fragmented.

May be difficult to read and understand.

May show no swareness of sudience.

Score Point 2: An under-developed response that may or may not take a position. Typical elements:
Contains anly general reasons with unelaborated and/or kst-like details.

Shows little or no evidence of organization.

May be awkward and confused or simplistic

May show iittle swareness of audience.

Score Point 3: A minimally-devekoped response that may take 3 position, but with inadequate support
and details. Typical elements:

Has reasons with minimal elaboration and mare general than specific details.

= Shows some organiration,

®  May be swhoward in parts with few transitions.

o Shows some swareness of sudience.

Score Point 4: A somewhat-developed response that Lakes 3 position and provides adequate support.
Typical elements:

*  Has adequately elaborated reasons with 3 mix of general and specific details.

*  Shows satistactory organiration

*  May be somewhat fluent with some transitional langusge.

o Shows adequate awareness of audience.

Score Point 5: A developed response that takes 2 clear position and provides reasonably persuasive
support. Typical elements:

Has moderately well elaborated reasons with mastly specific detalls.

Exhibits generally strang organization.

May be modetately fluent with transitional language throughout

May show 2 consistent awareness of audience.

Score Point 6 A well-developed response that takes a clear and thoughtful position and provides
persuasive support. Typical elements:

= Mas fully elaborated reasons with specific details.

o Exhibits strong organization.

o Is fluent and uses sophisticated transitional language.

®  May show 3 heightened awareness of audience.
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7.6 Prompt 2 Rubric

Rubric: Censorship (Prompt 2)

ully mcoomglivhrs Ui Lath 03 thirgh snd mighttul
sets B apart s am Outstanding periormance.

mannes s has » Gstnctive aual

ideas and Content
Does taly es.
it o artiche]} Does &

. summarize, el 3 soey, of
® BreSen 5 Lnifying Thems of main 663 wTGuT gaing 1 on Lingesn
= stay compietely focused on topic and task?

Dt wriling sarpls it thoogh, reliuind, snd Camgiots e Dost &

* inchuse in-desth informaion. seats thatave &
= fuly xpiore many facety of the topic?

inthe writing sample arganced logically? Does the writing

= present s mannnghul cohesive whate with & Beprning & middle, snd an e (e inchudr a8
ISR 300 3 15 L]

30 order (NSt enhances meaningl

= inchute smooth transitions etween ideas, sentences, and paragraghs 1o exance meaning of

texd e Frve  lear comnection of iéess andi use topi sentences|?

Does the wribng sample exhist exceptonal wond wiage? Does &

= inchae vocabulary 1o make explanations detaled and precine, descriptions rich, and actions
it A e ., v mard o, acticn wsed, BppIEriste meties, stmiary Seta]]
* Gemaomstrate control o 3 chatlenging vcabulary?

Soms Armamt e wxieptions g et

Scors Point 3 A Score Pt 3 gapar rpnesents 3 perfarnmance that mirimaly sccomplshes the task
Some eiements of develogment, crganisation, and writeg style a7e wrak

ample reinimally accomeiish the Lk [a g uppert i opiion, summarize. tel 3 siory,

o wiite an articief? Does it

= attmmgt o unifying thes of main dea?

oy somawhat focsed o topic and task?

Dioes the writing sarmgle inchude some relevant e Does &

nclud some information with cedy & few detih, o B1l ket withoul iupparting detih?
exglare some facets of the tosic?

a Bttempt 10 gy crgamia e i Lhe st yampie (iory the mreng
Pave 2 beginniey. 2 midie, e an eesd Bhat mary Be weak o dbnend

‘demanstate an a3temat 60 srOgrEss n an onder that enhances meaning (Progression of text
may sometimes be uiear o cut of crder |

= damanstrate an attemgt b0 include Eranstions? (Are 1eme topic sestences waed? A Sransitions

DD s tancis and parigraphs ssh o¢ abiaet?)

Dot the wrting sample ashiba onfingry word uage? Doe

= comtan banic wcabuliry, with merch thit are precictible snd common ]

demanstrate some cantrol ef vocsulary?

Do the riting warmgle damansts stn avurage wriceg techriue?

5 tha mriting panerally fluant?

= 15 the waiting exceptionaly fuent?

© Coss It comtain morty simgle sentences [StACGh Hhave muay be 3n SMempt 3t mare arisd

sentence pasterra)?
o panaraby sediniry et prestictatie?

Vaice
Does the writing s

= demasstrate a strong sense of sudience?

i Thisis an ex;mple of rubric - criteria for score of 6 and score of 3

7.7 Features

= exhion appropeiace regicter g, formal, persanal, ar disiect) ba st tack?

S0 e 0 sk 3 reaser?

At e serse of nsence?
* gznesally lack an orgral perspectioe?

*  cahist an orignal perspertie fe.g. athorksthe. ey, and/or cacitingl?

apage

Features (Predictor Variables)

= Commas

* Unique Words

DM18 SLIDES

different elements of student writing:

¥" Intends to capture an element of the writing style
* Discourse Elements
v' Count of words commonly used in argumentation
v' Gets at the organization of the response
* Verbs (past tense)
¥ Another signal of writing style

= Grammatical Errors

¥v" Focuses on readability of the text

v’ Addresses lexical diversity

Simply counts intended to capture information pertaining to

52 /59

and reader? Dows

fficulty n extablinting & regivter o6, Sormal, perionsl, o disiec?

v' Introduction to the idea of using parts-of-speech as features in a model

*  Why might be counts be problematic features to score student essays?
*  Semantic features would be preferable but they are more complex to develop
and interpret and are not used in this example
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7.8 Reminder

Recap: Important Reminder

1. We are using these essays because they are
publicly available

2. We are using these features to provide a
\& simple demonstration that can be easily
explained
3. Ideally, we would have:
.I;;,p
oﬁr‘q ¥" A rubric for which each trait captures a
Nr unique aspect of student writing

v Features (that are not simply counts)
that have been specifically engineered
to assess each trait

7.9 Choose adventure

Choose Your Own Adventure

1. First become familiar with the app and then return to the slides
OR

2. First step through the remainder of the slides to get a better sense of the
activity's purpose and functionality
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7.10 Running the App

Running the app

To view the app click here: https://amy-burkhardt.shinyapps.io/as-demo/

To run the app locally:

1. Download the following two files:
v app.R
v asap_demo.csv (includes other features)

2. Open R orR 5tudio, and change the working directory to these files
3. Inthe console, type the following:
> install.packages("shiny")
> shiny::runApp()
4. Note: All other packages should be automatically installed (R version 3.6.3)
5. Additionally, the features file (asap_demo.csv) can be merged with the file

asap_essays.x|sx to obtain the essays if you want to create additional features
(merge on essay_id)

7.11 App Design

Design of the App

Building an Automated Scoring Model Tab 1: Preprocess and Extract Features T Descriptive Statistics of Samples Tab 3: Test Flesults

Tab 1
Ssiact an ASAP Promgt:

Select an Essay to View:

Tab 2
Tost Sot Samphe Size (%)

Tab 3
Swlect the Fastures (Countsl:
Commas
Drscourto Blements
Verps (Past Tense
Gramenatical Errors
Unius Words

Choose a classiher:

Linesr Bsgresson -
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7.12Tab 1

Tab 1: Preprocess and Extract Features

Tab 1
Select an ASAP Prompt:

essayT -

Select an Essay to View:
id_3 Tab 1; Preprocess and Extract Features

Extracted Features

Pater 18cor  wsasy 0 Comman  Dmcourse Bements  Verbs Past Tews)  Orammatis) Eors  Unique Words

s . ' " 1 n 15

Unprocessed Essay

Daa. SORGANIZATION Concemad with an Sdus That peopks i Laing Computin and not sxeriing. This i & very bad thing and we need 10 et
e et it v P i st e, Iuﬂrwuﬁ‘umcﬂw\nmvwnwmno«m(ww
Aaally W yinn D s il bt s e redaen why |
IRk ccemprsr are heater frofesaied w "
acts s power o aates. Computirs slee rubaIche tved i 8 vigy bac 12¢ e otomsey poopis i be RIRCEN 00 bor 0 tong
they wont botfer lacking for jota they wil just stay on the computer and wam”'muvwﬁlnnwmmm‘
Dcinste G som of T Hegal 161 e dew sk of oyl up finding the ki and
Verapg ham. Thare e Mes £ gl 1 I 50t weHes 55 POEUEA il £t arvated v3 #1398 90 60 ers oy il Pt
Pt 3omathing s ared Sy will chick e & and & S iriamvias & hed Boar whake e, S0 GHUM) | hog yous cirs Lk thes itier ik

Yous hoafen anl even you chidrens hoatth, That is why | have.

recagranon ae
rion ths beter 1 you ¥ pras agres W s | Sk you
Processed Essay

Duar . GAGANIZATIONT concerned with an imasss et peagle wr uing Comgaders and not szsnisng . This i & very bas thing and we reed 1o st
the word cut of what can hapen € we 0o e cxarcie - Tha frat reazon why | disagre of Eho fact that computors holp PEoFis 1 bosaute

Peatin why | Bank ompcter 4 Bl comgstrs 4Medt T e detery Alot 1 4 ey iy Bt o e 50 mh

e ricify H afecta e power 1 a8 ataten st e o e . . vory ) o B oy ol il e ackhchend 10 Cormgniors

for 30 ong they wore. ocking for s they mil jt stzy on st | T st roasom by | S

e somms of the llegl hers are prey on kids e they end up finding

the Aicrace them . Trers are. ot soff o
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‘it this bt 10 youu . 700 agree weh me | Shank you

Sl)ﬂlerlﬂt Tokenization

7.13 Tab 1 Questions

Tab 1: Preprocess and Extract Features

Below are some guiding questions to help you think about this first tab.

Essays

1. Processed Essay: In this example, we only engaged in a small amount of
preprocessing. Why might we not want to do a lot of preprocessing? What other
preprocessing could we have done?

2. Sentence Tokenization: Why might we want to segment the essay into
sentences? Can you think of features that we could extract from the sentences?

3. Parts-of-speech Tags: Note how we count the number of words per each tag.
Why might we want to represent the essay this way? Can you think of features
that we can extract from these tags?

Feature Extraction

1. Note the extracted features for the individual essay at the top of the screen. Can
you think of other features that might be useful in predicting the Rater 1 score?

2. Select the other prompt from the dropdown and review its essays. Does
anything stand out about the content, features, or hand-scores of these essays?
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7.14 Tab 2

Tab 2: Descriptive Statistics and Sampling

Tab 2
Tost Sot Sample Size (%)
"

Tab 2: Descriptive Statistics of Samples
Score Point Distribution

r—
Frain Sampie
aatT

Discourse Elements

- e -

] oL

7.15 Tab 2 Questions

Tab 2: Descriptive Statistics and Sampling

Below are some guiding questions to help you think about the second tab.

1. Score Point Distributions: Compare the distribution of score points for the
training and test set. Does the shape of distribution remain similar for both,
regardless of the sample size? Given the low frequency of the 1, 2 and 6 score
points, does taking a random sample seem appropriate, or should we use a
stratified sample?

2. Features: Note the distribution of features for the training and test set. Does
anything stand out about these distributions within each sample, and across
the train and test sample?

3. Box plots: Note the relationships between the rater 1 score and the feature
values. Do any of the relationships surprise you?

Test Sample Size. Select a test sample of 10% of the data and review the results in
the tab. Then, select a test sample of 50%, and review the results. What stands
out to you when you do this?

DM18 SLIDES 56 /59 12/4/2020



7.16 Tab 3

ab 3: Test Results

Tab 3
Select the Features (Counts): Agreement Rate (%)
Comme Rater 1-Rater 2 Rater 1-AS Model

Discourse Elements

Exact 68.33 72.85
Verts (Past Tense) -
Grammatical Errors Adjacent 3077 2579
Unique Words Non-adjacent 0.90 1.36
Choose a classifier: Quadratic Weighted Kappa
Logistic Regression Rater 1-Rater 2  Rater 1-AS Model

073 072

Build model Re:
i meas . Standardized Mean Differsnce

Rater 1-Rater 2 Rater 1:AS Model
0.08 00
Score Point Distributions

| | . ,f_miHﬁ

7.17 Tab 3 Questions

Tab 3: Test Results

Below are some guiding questions to help you think about the third tab.

1. Select the features: Which feature seems to be the most useful in
predicting human scores? Why might this feature be so predictive,
and why might this be problematic in operational use of an
automated scoring system?

2. Choose a Classifier: Which classifier seems to produce the best
model? How are you making this determination?

3. Features and Classifier: Which combination of features and classifier
results in the best model?

If you think you found the optimal classifier and features for
operational use, you should test the model one more time on a
held-out test sample (which we don’t have in the demo). Why is it
important to do this?
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7.18 Tab 3 Questions (2)

Tab 3: Test Results

Finally, we can examine chance variability in our results due to sampling.

Chance Variability (and Validating the Model)

Follow these steps:

1. Specify the test sample size (e.qg., 40%), select at least one feature, and
click "build model”. Take note of the model performance using one of the
metrics (e.g., quadratic weighted kappa). Click the reset button.

2. Holding the test sample size and features constant, repeat step #1 several
times to observe the impact of chance variability on model performance.

How might re-sampling (with replacement) be used as a different approach

to validate your model?

This is the end of this section.

Main Menu
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7.20 Module Cover (END)
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