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1.3 Designers

Meet the Designers:

Xi Lu Jonathan Lehrfeld André A. Rupp
Florida State ETS Mindful
University Measurement

1.4 Welcome

Welcome to the
ITEMS Module!

The woman to the left is Laura!

Along with the instructors

she will be guiding you
through the module content.

Enter your name here:
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Untitled Layer 1 (Slide Layer)

1.5 Overview

Hello %
Thank you for your interest in
this digital ITEMS module!

Welcome to the
ITEMS Module!

The woman to the left is Laura!

Along with the instructors
she will be guiding you
through the module content.

Enter your name here:

In this module you will learn about
the key foundations of
longitudinal data analysis with
linear mixed effects models.

& ]
| . ‘\‘ . ﬂ '
| The module has three conceptual l You can navigate freely through

sections, two analysis-oriented
\ sections, various quiz questions,
and an accompanying GitHub site.
T—

/B i
In the player menu the slides
for all sections can be accessed
individually along with the

resources and a glossary.
|

DM16 SLIDES

the sections but we recommend
taking them in sequence for the
best learning experience.

Advance to the next slide to get
started and look at the
audience description!

\ \
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1.6 Target Audience

Target Audience

Anyone who would like a gentle statistical introduction to this topic:

/ « graduate students and faculty in Master’s, Ph.D., or certificate programs \
« psychometricians and other measurement professionals

« data scientists / analysts

+ research assistants or research scientists

« technical project directors

v assessment developers )

However, we hope that you find the information in this module useful no matter
what your official title or role in an organization is!

1.7 Expecations (1)

Let’s discuss expectations....
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1.8 Expectations (ll)

ITEMS Modules in Context

% COLLEGE OF
o EDUCATION e

Short Course: Iv
Linear and Nonlin
. e .o sy o Marynd,

1.9 Learning Objectives

Learning Objectives

1. Design research questions that can be answered with linear mixed effects models (LMEs)

2. Understand data collection protocols, missing data, and timing of measurements

3. Explore and summarize longitudinal data both numerically and graphically

4. Write out the key equations, assumptions, and components of LMEs

5. Run LME analyses using R to make appropriate output interpretations
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1.10 Prerequisites

®= Working knowledge of the following topics:

v" Hypothesis testing and p-value interpretation

v" Principles of exploratory data analysis
¥" Multiple linear regression models
v" General linear models / ANOVA models

" Basic practical experience with:

v Summarizing data numerically and graphically

v Working with R and associated R packages

v Interpreting model output for decision-making

1.11 Resources

Resources

Module Citation

Harring, ). R, &Johnson, T. L. (2020). Longitudinal data analysis (Digital ITEMS Module
16). Educational Measurement: Issues and Practice, 39(4), XX-XX.

DM16 SLIDES
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Resources
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Longitudinal Data Analysis
for the Behavioral Sciences
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1.12 Main Menu

p1  Conceptual Foundations
[15 Minutes]

o2 Design and Data Considerations 04 LME Analyses

[15 Minutes] [25 Minutes]

03 Linear Mixed-effects Model {LME) 05 Data Activity

[15 Minutes] " [25 Minutes]
.

06 Qui res
[10° linute.?
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Navigation (Slide Layer)

Module Navigation

Home Button

Always brings you back to the

N

Submenu Button
Sy
Player Functionalities

Direct access to all , and

2. Section 1: Conceptual Foundations

2.1 Cover: Section 1

Weliore Section 1:

%Learner_Name%
Conceptual

Foundations

[10 Minutes]
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2.2 Learning Objectives: Section 1

Learning Objectives

1. Identify the benefits of using mixed effects models to analyze longitudinal data

2. Propose research questions that can be answered using longitudinal data and the LME

3. Differentiate LMEs from other common modeling approaches and types of analyses

4. Understand the basic structure of the example NLSY data set

2.3 Importance of Longitudinal Research

Importance of Longitudinal Research

* | Recent article in a special issue in

Ao, s e — Journal of Research on Educational
Aiming Further: Addressing the Need for High-Quality . . i
eyl Pt n S rcuion Effectiveness called for “High Quality

Tyles W, Waths”, Ovew H. By’ and Chon L

Longitudinal Research in Education”
(Watts, Bailey, & Li, 2019)

= | Research with long-term follow-up
helps educators understand the
impacts of interventions over time

® | Analyzing studies with long-term
follow-up requires knowledge of
longitudinal methods

DM16 SLIDES 9/ 105
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2.4 Topic Selection

Research

Longitudinal Mixed Effects

Data Models

Components

R Section
. Click on each button to learn more End

2.5 Bookmark: Longitudinal Data

A o

Longitudinal Data
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2.6 What Are Longitudinal Data

What Are Longitudinal Data?

LONGITUDINAL DATA

= |ndividuals sampled from a larger population
= Same individuals measured on same variables over time

= At least 3 time points for most models

2.7 Why Collect Longitudinal Data

Why Collect Longitudinal Data?

PROS OF LONGITUDINAL DATA

= Understand how phenomena change over time

= Assess individual change as well as population change

* Longitudinal data can help answer questions about outcome trajectories
— key for research in education, psychology, epidemiology, and more

* Individual outcomes are assessed over time — allows for the separation
of effects that vary over time and those that are static or invariant
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2.8 Types of Longitudinal Data |

Types of Longitudinal Data

TIME-SERIES
DATA

2.9 Types of Longitudinal Data Il

PANEL DATA

REPEATED
CROSS-SECTIONAL
DATA

Types of Longitudinal Data

TIME-SERIES

DATA

One or more individuals
are measured on many,
many occasions — think
of data collected from
wearable devices or
social media

DM16 SLIDES

PANEL DATA

The same sample of
individuals from a
population is followed
over several time points
(but less than time-series
data) — think of annual
testing

REPEATED
CROSS-SECTIONAL
DATA

The same data are
collected on new
individuals at several time
points — think of
administering a survey

12 /105
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2.10 Bookend: Longitudinal Data

This is the end of this part.

Topic
Selection

2.11 Bookmark: Mixed Effects Models

Mixed Effects
Models
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2.12 What Are Mixed Effects Models

What Are Mixed Effects Models?

MIXED-EFFECTS MODELS

= Flexible statistical models separate individual effects
from population effects

= Accommodate many of the messier aspects that
accompany longitudinal data (e.g., “missingness”)

2.13 Why Use Mixed Effects Models

Why Use Mixed Effects Models?

" Mixed effect models model both fixed (population) and
random (individual) effects using the familiar regression
framework allowing researchers to answer questions about
population change over time as well as individual change

®* Longitudinal mixed-effects models (LMEs) are flexible — they
handle missing data, unbalanced designs, and a plethora of
mean and variance/covariance structures

MODEL COMPONENTS

v Means: expected change, predictors
v" (Co)variances: distribution of residuals across persons, times
v Random effects: individual change, deviations from mean

DM16 SLIDES 14 /105 8/1/2020



2.14 How Are Mixed Effects Models Different |

How are Mixed Effects Models Different?

REPEATED
MEASURES
ANOVA

Less Flexible

MIXED
EFFECTS
MODELS

More Flexible

2.15 How Are Mixed Effects Models Different Il

How are Mixed Effects Models Different?

REPEATED MEASURES
ANOVA

m) - Model the average change in a

population

- * Require balanced and complete
q p
data

- - Impose a restrictive covariance
structure on the data

DM16 SLIDES

MIXED EFFECTS
MODELS

* Model individual change as
deviations from a “typical
subject”

* Accommodate missing and
unbalanced observations

+ Allow considerable flexibility in

maodeling the covariance of
scores across time points

15 /105
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2.16 Bookend: Mixed Effects Models

This is the end of this part.

Topic
Selection

2.17 Bookmark: Research Components

Components of
Longitudinal
Research
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2.18 Components of Longitudinal Research
Components of Longitudinal Research

Theory of Change

. 4

Data Collection Design

Statistical Model

2.19 Types of Longitudinal Research Questions

_Types of Longitudinal Research Que stions

~ )
Means: Expected Change
1 Example: "At what rate is the population
expected to grow?”
\ J
( E : ™y
(Co)variances: Observation Spread
2 Example: "How are scores related across
" - rL
_time points: )
fd T
Random Effects: Individual Change )
3 Example: "How do individual subjects’
| scores differ from the population?” )
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2.20 Understanding Expected Change

/ﬁ\ el Means: Understanding Expected Change

. Girls

-Boys

Click on each circle to learn more

Q1 (Slide Layer)

/ﬁ\ el Means: Understanding Expected Change

Click on each circle to learn more
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Q2 (Slide Layer)

/ﬁ\ e Means: Understanding Expected Change

Click on each circle to learn more

Q3 (Slide Layer)

/ﬁ\ |—T—| Means: Understanding Expected Change

Click on each circle to learn more
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2.21 Understanding Spread

/ﬁ\ el Variances and Covariances: Understanding Spread

Click on each circle to learn more

Q1 (Slide Layer)

/ﬁ\ el Variances and Covariances: Understanding Spread

Click on each circle to learn more
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Q2 (Slide Layer)

/ﬁ\ e Variances and Covariances: Understanding Spread

Click on each circle to learn more

Q3 (Slide Layer)

/ﬁ\ |—T—| Variances and Covariances: Understanding Spread

Click on each circle to learn more
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2.22 Understanding Individuals

/ﬁ\ .—T—, Random Effects: Understanding Individuals

Click on each circle to learn more

Q1 (Slide Layer)
/ﬁ\ .—T—, Random Effects: Understanding Individuals
EEE

Is there substantial
variability in
individual change
patterns or does
individual change
closely mirror

population change?

Click on each circle to learn more
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Q2 (Slide Layer)

T ) Random Effects: Understanding Individuals

Do subgroups of
the population
exhibit different
patterns of change
from one

another?

Click on each circle to learn more

Q3 (Slide Layer)

/ﬁ\ ,—T—, Random Effects: Understanding Individuals
-EE

What is the best
prediction for an
individual
subject’s change

over time?

Click on each circle to learn more

DM16 SLIDES
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2.23 Bookend: Research Components

This is the end of this part.

Topic
Selection

2.24 Example NLSY

National Longitudinal Survey of Youth

#A tibble: 405 x 17
1D GEN MOMYR COG EMO AN1 AN2 AN3 AN4

<dbl>

[

Outcome

The youths’ antisocial behavior
scores were recorded at four time
points (missing = -99)

S W oo s W

=
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2.25 Summary

= Longitudinal data are made up of repeated observations on the
same individuals

=  Mixed-effects models are flexible statistical tools for analyzing
longitudinal data

= Research questions may investigate the three components of the
mixed effects model: means, (co)variances, or random effects

=  Throughout this module, we will use the NLSY dataset to
demonstrate longitudinal data analysis using the mixed-effects model

2.26 Bookend: Section 2

This is the end of the section.

Main Menu
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3. Section 2: Design and Data Considerations

3.1 Cover: Section 2

Welcome Section 2:

%Learner_Name% .
Design and Data

Considerations

[10 Minutes]

3.2 Learning Objectives: Section 2

Learning Objectives

1. Understand key data design features and data collection protocols

2.  Understand types of missing data and the interaction with longitudinal designs

3. Understand how to format repeated measures data to use in an analysis
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3.3 NLSY Reading Recognition Skill

NLSY Reading Recognition Skill

= Sample of m = 405 children from the National Longitudinal
Study of Youth (1986 cohort) who were assessed at 4 time
points in 2-year increments

= Repeated outcome measure is the sum score of correct
responses to 84 items of Peabody Individual Achievement

Test (PIAT) Reading Recognition subtest

= Click on the button to see a graph for a random sample of

n =50 sum scores

Sample Data (Slide Layer)

Random Sample (n = 50)

PIAT Reading Recognition Scores

20

- ﬂ
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3.4 Topic Selection

Handling

Research Data
Data Issues

Components Designs

R Section
. Click on each button to learn more End

3.5 Bookmark: Research Components

A o

Research
Components
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3.6 Components of Longitudinal Research

Components of Longitudinal Research

Theory of Change

V

Data Collection Design

Statistical Model

Researchers engaged in scientific questions of
longitudinal data should integrate these three

elements into their research design

Reference (Slide Layer)

Analysis of Longitudinal Data: The Integration of
Theoretical Model, Temporal Design, and
Statistical Model

Click on the image to go to the publisher website m
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3.7 Theoretical Model of Change

Theoretical Model of Change

Aspects that the theoretical model could describe:

® The general nature of the Discrete OR Linear OR
change process Continuous? | Nonlinear?

= Meaningful variability between
individuals in hypothesized
facets of change

Are there individual
differences?

= Covariates that may Individual Attributes:
explain variability some gender, SES, prior
aspects of change process achievement

3.8 Data Collection Design

Data Collection Design

This longitudinal design should detail the timing, frequency, and
spacing of the observations to be gathered so that research
guestions, which have a basis in the theoretical model, may be
adequately addressed

What is to be How often to How should time be
measured? measure? coded?

Achievement Yearly...

Monthly... ODlscr:ate
Behaviors Weekly... ccasions
(1,2,3,.)
Hourly...
Attitudes o I
...More ontinuously
Traits frequently? (age)

DM16 SLIDES 30/ 105 8/1/2020



3.9 Statistical Model

Statistical Model

The chosen statistical model must make the most efficient use of
the data collected: it uses the temporal design to answer the
research questions posed under the theoretical model

r ™

General Linear Model
| (paired t-test) e
@ Mixed

Repeated Measures

ANOVA or MANOVA Effects
\ Models
-

More Modern
Methods?

3.10 Bookend: Research Components

This is the end of this part.

Topic
Selection
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3.11 Bookmark: Data Designs

A

Data Designs

3.12 Design Issues and Solutions |

Design Issues and Solutions

True longitudinal designs are what most researchers think of when
collecting longitudinal data

Student Ain Student Ain Student A in StudentAm
1% Grade 2" Grade 39 Grade z,”' Grade

Student B in Student B in Student B in Student Bin
1%t Grade 2™ Grade 3™ Grade 4‘" Grade

Student Cin Student Cin ™\ Student Cin StudentCm
1 Grade 2" Grade 3™ Grade 4”' Grade
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3.13 Design Issues and Solutions Il

Design Issues and Solutions

Planned missingness designs such as cohort-sequential or
accelerated designs provide a way to link adjacent segments of
limited longitudinal data from different age cohorts to determine the
existence of a common developmental trend or growth curve

In this way, the researcher approximates a long-term longitudinal
study by simultaneously conducting and connecting several short-
. term longitudinal studies of different age cohorts

3.14 Accelerated Designs

Accelerated Designs

Grade

1 2 3 4 5
‘coon LX_X_X
i R

StudentA in
5 Grade

StudentAin ™ StudentAin  StudentAin
1"Grade  2"Grade 3 Grade

StudentA in
4™ Grade

StudentBin . StudentBin Student B in StudentBin
1% Grade 2™Grade  3¥Grade 4 Grade

Student Cin StudentCin *, StudentCin StudentCin
1* Grade 2™ Grade 39 Grade 4™ Grade
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3.15 Multiform Designs

Multiform Designs

form

included on each

Item Set

Form X A B C
[ v v v
2 v v v

3 v v 7
| ‘ J
Item set X is The gray boxes represent
missing data

Reference (Slide Layer)

Reference

Planned Missing Data Designs in
ional Psychology Research

Biuanide  GRgursfu @ Arfeeeces 6 Goaiens
ot sz

Abstract

prvs

Peaple also read

DM16 SLIDES

Click on the image to go to the publisher website m
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3.16 Clustered Data

Clustered Data

hY 4

subject |

subject 2

subject 3

AN\

time

3.17 Balanceness & Completeness

Balance(ness) & Complete(ness)

Design Data

Balance Imbalance Complete Incomplete

Balanced Design Complete Data
participants measured at no missing data as all
the same time points observations that were

planned were realized
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3.18 Hypothetical Example |

Hypothetical Example 1

| Sub'!ect 1 | Sub'!ect 2 |

| Sub'!ect 3

Age Score Age Score Age Score
10 9.2 9 10.1 9 11.1
12 10.5 11 11.6 10 12.8
13 9.8 14 10.8 15 15.3
16 12.6 16 13.9 16 12.2

Imbalanced Design

3.19 Hypothetical Example Il

Hypothetical Example 2

Complete Data

DM16 SLIDES

Subject 1 Subject 2 Subject 3
Age Score Age Score Age Score
10 9.2 9 10.1 9 11.1
12 10.5 11 11.6 10 12.8
13 9.8 14 10.8 15 15.3
16 12.6 16 13.9 16 12.2
Age
Subject 9 10 11 12 13 14 15 16
1 G 92 (@O 105 98 O (O 126
2 10.1 11.6 OO 10.8 ©) 13.9
3 111 128 » O O () 153 12.2
J Balanced Design Incomplete Data |

36/ 105
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3.20 Hypothetical Example Il

Hypothetical Example 3

Age
Subject 9 10 11 12 13 14 15
1 9.2 105 98 126 . :
2 1.1 . 116 . . . 139
3 1.1 . 128 . 153 . 122

] imbalanced Design | | Incomplete Data |

3.21 Bookend: Data Designs

This is the end of this part.

Topic
Selection
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3.22 Bookmark: Handling Data Issues

A =&

Handling
Data Issues

3.23 Handling Design and Data Nuances

Handling Design and Data Nuances

= |tiscritical to determine how you want to treat data when
either a design is imbalanced and/or when there are
missing data

= This has implications for the structure of the data set, how
the data will be investigated and analyzed as well as the
validity of the inferential analyses

DM16 SLIDES 38/105
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3.24 Not Recommended

Not Recommended

Age
Subject 9 10 11 12 13 14 15 16
1 . |92] 105 98 . . 126
2 10.1 ¥ 11.6 . . 108 A 13.9
3 11.1} 128 . . . . 153 122
Wave
Subject 1 2 3 4

1 9.2 10.5 9.8 12.6

2 .1 11.6 10.8 13.9

3 11.1 12.8 15.3 12.2

In this example, ignoring age may be indefensible
especially if the scores reflect some type of 8
developmental phenomenon that is naturally tied to age

3.25 Recommended

= Itis common, and often preferred, in longitudinal studies not to

force data to be complete and balanced

= This allows the observations to be anchored to the
chronological metric rather than the order in which the
observations were obtained

= In the previous example, if the age distinction is an important
substantive feature, then the data should be treated as

incomplete within a balanced design

= Plan ahead for a sensible data collection procedure and

anticipate issues that will arise

DM16 SLIDES 39/105
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3.26 Data Structures |

Data Structures

VARIABLES
) a  Imemags [hesmicoq fiomesmalanl b [ed  [est ¥ . T
(- 2 i = 1 ':: 1; n 1 : ; 1 0 : w7 2 n w0 9
3 2 w 10 7 1 o 1 ¥ a “ o4
p . T o f . 1 ®» ®» u m m  m
‘ s N ' . : » , 1 n e = n
7 . L] » 6 1n 1 [ o [] X ol a5 ]
Wy ] [ n 1 4 0 5 4 3 v- ¥
0 9 0 M 3 7 5 3 0 F. ] ] LY 8
b n 0 ] » 9 1n 2 3 - s 45 “ » 0
w ‘< 12 1n L) » L] [ 1 1 £ 1" " a7 "
pone- | 3 ” 0 ” 12 X 1 o [ n “ i 57
m " 3 1 b3 9 12 1 J 1 3 2% 2 53 9
= 15 " 1 » 9 0 ] 1 4 1 iy n - w0
w % 5 1 ” 1 ) » o o u % 51 »
17 16 1 » 1 10 o [} 2 1 '] 1 0 w
i1 ” 0 M 10 1n ] 2 1 H 17 » 0 65
ki ] 1] » s ? o 1 1 2 0 0 - 7
» ’ P § s - s n e . m
2l m® o ® n s : . o 7 M @ a
2 n o n a8 4 o [} ° o 3 4] 41 n
Fil n ] b 1) 14 12 o 2 [ ¥ Ll [3) &7
\ 2 » o ®n s 1 0 S " S S
3 B Y om A , ’ w
3.27 Data Structures Il
Data Structures
P e e e R R R e v
N I T I S S s » =
I id gen read
1 1 27
Wide Format Long / Stacked Format 1 1 49
1 1 50
1 1 a9
v' Transformations v Descriptive Statistics 2 i n
2 1 56
¥v" Descriptive Statistics v Graphing = 2 ; o
3 0 52
. 3 0 (]
v Repeated Measures v\ LME Model Analysis . 0 ==
ANOVA / MANOVA 4 1 18
4 1 30
4 1 9
4 1 99
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3.28 Bookend: Handling Data Issues

This is the end of this part.

Topic
Selection

3.29 Summary

= In designing longitudinal studies, three interconnected
components must be in concert: the theoretical model of
change, the data collection design, and the statistical model

= A chosen data-collection protocol must keep in mind spacing,
timing, and frequency of the measurements that align with the
theoretical model of change

= Balance(ness) and complete(ness) are design and data
considerations that must align with the statistical model

= The data, once collected, are usually stored in a wide format
while most analytic activities require the data to be stacked
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3.30 Bookend: Section 2

This is the end of the section.

Main Menu

4. Section 3: Linear Mixed Effects Models

4.1 Cover: Section 3

Wel :
SRS Section 3:

%Learner_Name%

Linear Mixed
Effects Models

[20 Minutes]
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4.2 Learning Objectives: Section 3

Learning Objectives

1. Understand the basic terminology and notation of the linear mixed effects model

2. Specify each of the three inter-connected components of the model

3. Understand the distributional assumptions of the model

4. Understand — conceptually — the method of maximum likelihood

4.3 Topic Selection

Section Overview

Conceptual Model
Underpinnings J Specification

4

Linear Mixed

~ Effects Model
Three

Estimation Components
of LMEs

) Section
Click on each button to learn more
] Summary
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4.4 Bookmark: Conceptual Underpinnings

A

Conceptual
Underpinnings

4.5 Conceptual Underpinnings

Conceptual Underpinnings

o |
-

8
8 10
1 1 1

Respone
[}

1

Time
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4.6 Modeling Framework

Modeling Framework

Statistical modeling framework that can...

1. flexibly model change at the
individual AND population level o

2. account for variation between
individuals —

Rewccone
L]

3. account for variation within ' =
individuals including o
measurement error

4. accommodate missing data and
handle unbalanced designs

4.7 Mixed Effects Models |

Mixed Effects Models

Multilevel
Models

Random Mixed effects modeling for longitudinal data is a

Coefficient comprehensive statistical framework that in its
Models

most general form has models with both fixed

4 )

| | (population) effects and random (individual) effects
1 I

1 I

Hierarchical
Linear Models e 3
Individual Population
Model - Model

Covariance

Latent Growth
Structure

Models
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4.8 Bookend: Conceptual Underpinnings

This is the end of this part.

Topic
Selection

4.9 Bookmark: Model Specification

Model
Specification
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4.10 Mixed Effects Models Il

Mixed Effects Models

Individual Model

yr:‘ = f(’{ﬂﬁf)

Repeated
Outcome for | Residuals I e ~ N O'z)
individual / at ij >
time point j

Functional
Form of
Change

4.11 Mixed Effects Models Il

Mixed Effects Models

Individual Model

7, B et

i=12

20

»
—
-

j=1234 ' .

Response

Yy = ﬁﬂi e ﬂlfry' + €

70, B) ol

ﬂ time 1 time 2 time 3 time 4

0i

B: = Time
ﬁh
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4.12 Mixed Effects Models IV

Mixed Effects Models

Population Model

B, =g(B)\

Unconditional
(No Covariates)

() (2, )]

By =P+ by,
Fixed Rand
Eflij;:zts Ef];ecotlsn ﬁli = ﬁl 2p bh‘
Conditional
b M (L. D) (with Covariates)

ﬁu.‘ :ﬂu +ﬁ2:1i+"'+bnr
Bi =B+ Bz +--- + b,

4.13 Mixed Effects Models V

Mixed Effects Models

Random Effects

b, =p,-p
(bm]_(ﬂ,,,J_[m}
b.) \B.) \A
Random Effects fori=1

bm = ﬁul -5
bn :ﬁll _ﬁ1

DM16 SLIDES

Response

time 1

bﬂ =B, B
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4.14 Mixed Effects Models VI

Mixed Effects Models

Individual Unconditional
Model Population Model

ﬁr = ﬁ +b i

y{,i == ﬁﬂi EE ﬁl:“y’ + eﬂf N ! !

ﬁlr = ﬁl + bl:

Yy =By +by)+ (B +b, )Irj té
| | |

Mixed Effects Model

population intercept

population slope

|

\ | | residual
| | | random effect for slope

|

| random effect for intercept

4.15 Linear Mixed Effects Models |

Linear Mixed Effects Models

Yii :ﬂu""ﬁltg +bm‘ +b1't" +e;_,' t,=0,24,=11,=2,1,=3 n=4

iy

Ya = ﬁn w ﬂlirl + by +bt, + g
= A A Uy AR R s
Written Out yf, [3(] !31 i2 0 1i%i2 2
Yo = BotBits + bytht; + e
dan, = ﬂu i ﬂltr-t + by, +ht, + e,
ya] I O 1 0 eJI
yrf - I I ﬁll e 1 1 b!lr T eﬂi
Matrix Form Vs = 1 2 ﬁl 1 2 bu e,
yr4 I 3 1 3 eM
Compact —
Matrix Form X = XrB + Z bi T €;
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4.16 Linear Mixed Effects Models Il

Linear Mixed Effects Models

yi = xrB ar Z.‘bi = ei

b,~NO,®) cov(b,.e)=0 e ~N(0,0,)

Ely,]=n, =X,p varly;,]=%, =Z,®Z; + 0,

4.17 Bookend: Model Specification

This is the end of this part.

Topic
Selection
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4.18 Bookmark: Three Components of LMEs

A =&

Three
Components of
LMEs

4.19 Component Selection

Three Components of LMEs

Individual Model: Population Model:
Functional Form Determinants of
of Change Change

Covariance

Structures:

Between and —l
Within

Individuals

¢ Click on each circle to learn more |

Main Topic
Selection

DM16 SLIDES 51/105 8/1/2020



4.20 Bookmark: Functional Form

A

Specifying
Functional Form

4.21 Functional Form of Change

Functional Form of Change

Functional form of the model must fit the empirical means
of the data as well as individuals

f“ij’ﬂ;‘) = ﬂ(l: +ﬂ|i"1j f([;j’ﬂ;) = ﬂ(li + ﬂlr'[_ii i ﬂErt;

TR e
{{i'a ;‘): - ! f(tl’ﬂ.l)=?
f ¢ B 1331 Tr ﬁ-hff;' ’J; > y 4
.//‘ =
T SR
7 g :
e - //
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4.22 Bookend: Functional Form

This is the end of this part.

Component
Selection

4.23 Bookmark: Variances and Covariances

Modeling
Variances and
Covariances
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4.24 Modeling Variances and Covariances |

Modeling Variances and Covariances

In a linear mixed effects model there are
2 sources of variation that must be modeled

V.=XB+Zb, +e,

e, ~N(0,0,) b, ~N(0, D)
Within Individual Between Individual
Variation Variation

Let’s assume a linear growth process
measured at n = 4 occasions

4.25 Modeling Variances and Covariances Il

Modeling Variances and Covariances

For a linear function, there is a random effect for intercepts AND a
random effect for slopes

Yy = By, +ﬁ1r'fy' te, Y, =XB+Zb, +e,

b

1

b,.
Yy = B+ ﬂl'rr'j + by, +bt:'z;; +e; b; =[ n;] ~ N(0, @)

var(b,) = ® = [Var(b‘”) ]

cov(b,,,b,) var(h,)
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4.26 Modeling Variances and Covariances Il

Modeling Variances and Covariances

For a linear function measured at 4 occasions, the within-individual
variation is the variation associated with individuals’ residuals

y:,' = ‘604' +ﬁlrtr,i' +€u i3
ep
€ = -
i
y.‘ = X‘B+Z'b‘ + el ei3

va

cov(e
var(e,) =0, =

cov(

4.27 Modeling Variances and Covariances IV

Modeling Variances and Covariances

Homogeneous, independent Unstructured
o’ o
0 2 o O':
a 3 2
0 = X O' - 21 2
0 0 o Oy On O
0 0 0 o&° Oy Op Oy Oy
Complexity
ess parameters maore parameters
& \ 1 1
; . 1
9,= N 2 9,=0c" X 0,-q ? :
o, o o p p | ' g op 1
o, 0, 0, o) pppl P el
Toeplitz Compound symmetry First-order autoregressive
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4.28 Bookend: Variances and Covariances

This is the end of this part.

Component
Selection

4.29 Bookmark: Determinants of Change

Determinants of
Change
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4.30 Determinants of Change

Determinants of Change

Determinants of change are time-invariant covariates
(i.e., gender, treatment condition) that help explain
why individuals differ in growth parameters

B.=g(z,.p,b)

Bu=8+ ﬁzzli + ﬁ:zzf +by,
By =B+ Bz, + Bszy + b,

[N

Lgender | prior

achievement

4.31 Bookend: Determinants of Change

This is the end of this part.

Component
Selection
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4.32 Bookmark: Estimation

A =&

Estimation

4.33 Estimation

LMEs are typically estimated using maximum likelihood under the
assumption that the data are multivariate normal

Y ~N(X$, 207 +0,)
M, z

I

Maximum Likelihood Estimation
v"  Assume the data follow a probability distribution
¥v" Assume the data are a random sample from this distribution

¥ Find the parameter values that are best supported by the data
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4.34 ML and REML

ML and REML

Software that estimates LMEs by
maximum likelihood does so in 2 stages

Stage 1: Estimate parameters comprising the mean
component of the model— B using generalized least squares

Stage 2: Estimate parameters comprising the variance/
covariance components of the model— using ® and ©,

maximum likelihood (ML) or
restricted maximum likelihood (REML)

4.35 Bookend: Estimation

This is the end of this part.

Topic
Selection
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4.36 Summary

= | Linear mixed effects models provide a flexible statistical
framework for longitudinal data

= | Nuanced longitudinal designs and missing data can be

accommodated
1

= | Three interconnected components of the LME model are:
(1) a model for the individual

{2) a model for the population

(3) a model for the variances and covariances among the

repeated measures

= | The typical assumption is that the continuous repeated
measures data are multivariate normal

= | Model parameters are usually estimated using ML or REML

4.37 Bookend: Section 3

This is the end of the section.

Main Menu
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5. Section 4: LME Analyses

5.1 Cover: Section 4

Wel :
e Section 4:

%Learner_Name%

LME Analyses

5.2 Learning Objectives: Section 4

Learning Objectives

1. Understand the set of data analytic activities involved in an LME model analysis

2. Understand exploratory data analyses for LME model analyses

3. Describe the iterative framework that make up fitting and refining the LME model

4. Check model assumptions and LME model diagnostics as part of an analytic process
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5.3 NLSY Data Recap

NLSY Data Recap

Time-Invariant Covariates

Repeated Measures Variables
(1986, 1988, 1990, 1992)

* anl-an4: BPI antisocial
behavior scores

female, 1 = male)

* rl-r4: PIAT reading
recognition skills scores * momage: Mother’s age at

Time 1

+ homecog: Cognitive

» gen: Child’s gender (0 =

stimulation measure (0-14) at

Time 1

» agl-agd: Children's ages

* homeemo: Home emotional
support measure (0-13) at

Time 1

Reference (Slide Layer)

BERIC =22 e

ClPeer reviewszomy (] Fu teat avatatie on ERIC

Tho 1997 Profile of Amarican Youth: Overviow.
Guman, Uinda T.

caed the 1967 Youth (PAYET),
Statistes” 1957 Survey of YouR.

Interview, test administration, and data
1500

for he pan

. twotaies, (5L0)

Descrptors Adagig Tesien Advlescents, Aot Tasts Armed Fores, Garess Chiscs, Compules Avssed Testng Hgh School Shasents
s torms. o ——

Pubberton Yo, ot Evsster S i s
[Fr—
P

Click on the image to go to the publisher website
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5.4 Topic Selection

Section Overview

Exploratory Data Analysis

Defining Growth Functions

Are Random Effects Necessary?

Data Analytic
Process for

Fitting LME
Models { Residual Covariance Structure

Determinants of Change
Assumptions & Diagnostics
ummary

5.5 EDA Recommendations

EDA Recommendations

Descriptive Statistics Graphing
1. Summary statistics over time 1. Show as much of the raw
and/or condition data as possible — minimize
summarizations — at least

2. MISSIr‘_Ig data patterns and initially
quantity

2. Highlight aggregate patterns

3. Correlations/covariances ghiig gareg P

between repeated measures

over time and/or conditi

3. Identify patterns both within
“subjects” and across
“subjects.”

4. ldentify both usual

by static, categorical and observations and unusual
continuous covariates s
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5.6 Descriptive Summaries |

Descriptive Summaries

Means

rl r2 r3 réd
25.22716 40.76000 50.05091 57.74074

e Summary

rl r2 r3 rd Statistics
9.249445 10.836461 11.609725 12.480446 Across Time
Corr

rl xr2 r3 x4
rl 1.0000000 0.6246212 0.5324771 0.4513588
r2 0.6246212 1.0000000 0.8085688 0.7520729
r3 0.5324771 0.8085688 1.0000000 0.8134315
r4 0.4513588 0.7520729 0.8134315 1.0000000

5.7 Descriptive Summaries Il

Descriptive Summaries

year gender read year (homeemo, g=3) read

0 0 25.75743 0 [ 0, 9) 25.20438
0 1 24.69951 0 [ 9,12) 25.19024
2 0 41.42391 0 [12,13] 25.39683
2 1 40.12042 2 [ 0, 9) 39.62400
4 0 50.87218 2 [ 9,12) 40.52062
4 1 49.28169 2 [12,13] 44.12500
6 0 57.70677 4 [ 0, 9) 47.59091
6 i 57.77372 4 [ 9,12) 51.08904
4 [12,13] 51.63415

6 [ 0, 9) 54.27586

by gender across time 6 [ 9,12) 58.86525

6 [12,13] 61.14286

by continuous covariate
across time
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5.8 Missing Data

miss.pat

233

---X
31

—-_—-
28

——XX
83

Missing data patterns for
reading over time

-xx-| -xxx
3 16

5.9 Graphical Summaries |

Graphical Summaries

i
i3
b
i

PIAT Reading Recognition Scores

T
1988

; = =
190 192 1904
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5.10 Graphical Summaries Il

Graphical Summaries

PIAT Reading Recegninn Scores

TN

/me
|~
1

PIAT Reading Recognion Scor
\ ¥ \ H

" 82 1800 e )
Yoar Since 1985 Year Since 1986

Linear Function Quadratic Function

5.11 Bookend: Exploratory Data Analysis

This is the end of this part.

Topic
Selection
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5.12 Bookmark: Defining Growth Functions

A

Defining Growth
Functions

5.13 Bookmark: Exploratory Data Analysis

Exploratory Data
Analysis
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5.14 Finding a Function for Change |

Finding a Function for Change

yr,{:ftfy’ﬂl)-'-er} yr;=f(;_rj'!ﬂ) *'ef_;
Subject-Specific Population-Average
Model Model

Ime() or Imer( ) Functional Form of Change

Using ML and AIC

gls()

5.15 Finding a Function for Change Il

Finding a Function for Change

Y T f{{wﬁ) ey R.gls.object <- glsl Mx14+x2 4.0,
data =
‘na.action = na.omit ,
|rnethod = "ML‘:I )
summary(R.gls.object) |

gls()

AIC=-2InL+2p
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5.16 Finding a Function for Change Il

Finding a Function for Change

Linear Function SB35+ B,

p.1 <-gls( read ~ 1 + year,
data = read.long ,
na.action = na.omit ,
method = "ML")

summary(p.1)

AIC=10143.32

5.17 Finding a Function for Change IV

Finding a Function for Change

Quadratic Function S@,.B) =B, + B, + ﬁgtj.

p.2 <- gls( read ~ 1 + year + I(year?2) ,
data = read.long ,
na.action = na.omit ,
method = "ML")

summary(p.2)

Yewr Since 1566

AIC =10100.36
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5.18 Finding a Function for Change V

Finding a Function for Change

Piecewise Function  f(7,.B) =|,B[, + B, |+ B, -2),

read.longSnyear <-
pmax(read.longSyear-2, 0)

g

p.3 <- gls( read ~ 1 + year + nyear,
data = read.long ,
na.action = ha.omit ,
method = "ML")

e AT R

summary(p.3)

You Sinca 1986

AIC =10098.51

5.19 Bookend: Defining Growth Functions

This is the end of this part.

Topic
Selection
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5.20 Bookmark: Are Random Effects Necessary

A =&

Are Random
Effects
Necessary?

5.21 Are Random Effects Necessary |

Are Random Effects Necessary?

Random Intercept Model Yy = B+ € €~ N(0,07)
to Compute the ICC 180:' = ﬂu + b(u bm ~ N(0, Do)

r.0.out <- Ime (read ~ 1,
data = read.long,
na.action = na.omit,
method = "ML",
random="~1|id,
control=list(maxIter=100) )

summary(r.0.out)

P _ 29.79

1CC = =
\/‘pun .o* \/29-79 -239.03

~0.111
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5.22 Are Random Effects Necessary Il

Are Random Effects Necessary?

y!'f =f('rf_;’ﬁp)+e;'f‘
= )8(}1' Ee ﬂlilﬂ' + ﬂ]r‘([u' - 2)‘ + el,"

ﬁ[]*’. ﬁ’“ b[lf

B, = 281:' = ﬁl i bl,
ﬁzf ﬂg blf
b{]f O
b, |~ mvn|| 0|,
b?: 0

Linear-Linear
Piecewise Function

b, ~ MVN(0]®)]

N

DPry P

5.23 Testing Variances of Random Effects |

Testing Variances of Random Effects

3 Random Effects

DM16 SLIDES

f.(fu’ﬁf)z ﬂu: +ﬂln‘fa; +ﬁ21(ru -

2),

b, ~ MVN(0, ®)
Py Dy
O=|p, ¢ =9, ¢
Py Py Py

2 Random Effects

1,B)= 5+ Bty {BY, 2.
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5.24 Testing Variances of Random Effects Il

Testing Variances of Random Effects

f(r”,ﬂ' e ﬁ”' = th,_, + ﬁ:a(‘ru - 2)+

Py Poo Poo
= P P
Py Py Py 0 0 0

2 Random Effects

3 Random Effects

D=9, ¢, ; ®=| ¢,
i :

S(.B) =B + Bt + B, -2),

zf” =2In L(reduced)—2In L( full) 1 |

L WL
v =# par( full) - # par(reduced) - 2 2 2 Xy

5.25 Testing Variances of Random Effects Il

Testing Variances of Random Effects

f(tu!ﬁa ) = ﬂ[n + p‘lrt{; * ﬁl('(fij - 2)+

(pl)l] (aﬂ()
=0, @ =0 0
Dy Py P 0 0 0

1 Random Eftects

f("uvﬂ; ) = ﬁl; + ﬂlfg +ﬂ2('{a 72)+

2 v 2 2 2 2
Airr ~ if — Xigr ~(W Koy Wy Ky TW; 'Zi:gﬂ")
3

3 Random Effects

R —
k= e !
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Reference (Slide Layer)

Reference

when p are

On the ratio test in a
subject to boundary constraints.
Crovoar kassrotrion Bl @ Ot Pemasons <y

Datatiase: APA Peycicicies  Jourst Acicle

Sos Reinoud 0. Gane. Dolan. Gonar Qodtried
Citation Psychological
Methods
Sioel, R0 Gae, £ G Doian, &, . 000y
i e TOC.
40408, e 00 10,1007/ KORDOBIC 11 4 439 _
m— Related Content
dteimend  moses
For Ruryere Taria, Penes.
Instance. [ Sparion, 1398
e Aroteon e ueoi masng
aunitory voriobies n ok

5.26 Bookend: Random Effects

This is the end of this part.

Topic
Selection
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5.27 Bookmark: Residual Covariance Structure

A

Residual
Covariance
Structure

5.28 Residual Variances and Covariances |

Residual Variances and Covariances

Fo= U L 0 e var(e,) =0,
O_E
o - 0 o’ Default in most
! 0 0 & statistical software
0 0 0 o
Homogeneous, independent
Variances
o | 1 I
oo, e _ el
g 0 0 e, J Bise pop | Deer pop 1
Lo 0 0 g ppp |l PP ol
Heterogeneous Compound First-Order
Variances Symmetry Autoregressive
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5.29 Residual Variances and Covariances Il

Residual Variances and Covariances

%= Byt ALt E 0 2 e var(e,) =0,

weights( )

r4.out <- Ime (read ~ 1 + year + nyear ,
data =read.long,
na.action = na.omit,
method = "ML,
weights = (),
correlation = (),
random =~ 1+ year + nyear | id,
control=list(maxlter=100))

correlation( )

AIC=-2InL+2p

summary(r.4.out)

5.30 Residual Variances and Covariances Il

Residual Variances and Covariances

yu = ﬁll; +ﬁ]r’u +ﬁ'.'a(!ir 72)- +eu Var(e{) :@i
1
pol First-Order
P op 1 Autoregressive
p; p: p 1
Heterogeneous r4.out <- Ime (read ~ 1 + year + nyear,
Variances data =read.long,
na.action = na.omit,
o method = "ML",
65 o weights=varldent(form=~1 | id),
0 = s correlation=corCAR1(value=3,form=~1 | id),
o 4 e X random =~ 1 + year + nyear | id,
0 0 0 o, control=list{maxlter=100))

summary(r.4.out)
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5.31 Bookend: Residual Covariances

This is the end of this part.

Topic
Selection

5.32 Bookmark: Determinants of Change

Determinants of
Change
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5.33 Determinants of Change |

Determinants of Change

Determinants of change are time-invariant covariates
(i.e., gender, treatment condition) that help explain
why individuals differ in growth parameters

y;‘;‘ = IBUr * IBIJIU' + ﬁ?i“.{f - 2)i + er’;’ BJ = g(zj ? p » b:)

Home Cognition
Scores

5.34 Determinants of Change Il

Determinants of Change

y!,f :Ah +ﬂlr!rj +ﬂ21(ru _2)+ +€i,r

DM16 SLIDES

ﬂu, = [))u + ﬁ_!:h +bm
Bi=B+pBz,+b;
B =B+ Bz, + by,
B'z(ﬁwﬁlvﬁzvﬁpﬁuﬁs) b; =(b[h’bla’b2i)
Xf
n,xp

78 /105

8/1/2020



5.35 Determinants of Change Il

Determinants of Change

y;’ — xfﬂ + Zlbf +er

data = read.long,
na.action = na.omit,
method = "ML,

summary(r.9.out)

r.9.out <- Ime (read ~ 1 + year + nyear +
homecog + year:homecog + nyear:homecog,

random =~ 1 + year + nyear | id,
control=list(maxIter=100))

5.36 Determinants of Change IV

Determinants of Change

Var,, iy

DM16 SLIDES

Parameter

Unconditional Model

Conditional Mode|

232-2.16 2
=100%| =222 |=6.90%  —]e
x[ 232 J e -

¢
@
@
¢
P

2523
751

-341
na
na

na

60.90
1.96
596

=318

=143

25.23
781
2343
031
0.24
-0.13

60.23
1.50

&

24.72

Explained Variance
Intercept, Slope, and
Slope Difference
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5.37 Bookend: Determinants of Change

This is the end of this part.

Topic
Selection

5.38 Bookmark: Assumptions and Diagnostics

Assumptions and
Diagnostics
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5.39 LME Assumptions & Diagnostics

LME Assumptions & Diagnostics

Assumptions Diagnostics

Identification of influential subjects

1. Distribution of the level 1 :
uses residuals

residuals is multivariate normal

* Qutlier detection
* Leverage
* Influence

2. Distribution of the level 2
random effects is multivariate

normal
3. Predicted random effects and éu-mr =y, - x,fs-z,ﬁ,
residuals are often used to
assess these assumptions Conditional
i;i = (i)Z:i‘.;] (y;,- x;ﬁ) écmn =¥~ XfB
Random Effects Marginal

5.40 Bookend: Assumptions & Diagnostics

This is the end of this part.

Topic
Selection
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5.41 Summary |

Research scenarios frequently arise where...

Repeated measurements are gathered on each of several individuals

There is variability in the relationship between response and time

There is a scientifically-relevant model available for individual
behavior in terms of meaningful parameters that vary across
individuals and dictate variation in patterns of time-response

Common research objectives are to understand...

Typical behavior of a phenomenon

Extent to which phenomena vary across individuals I

Whether some variation associated with individual attributes

5.42 Summary Il

LME maodels are well-suited to attend to the goals of many
longitudinal analyses and flexible enough to handle the myriad
data and design nuances encountered in real-world scenarios

LME analyses involve data exploration, model investigation and
refinement, and checking assumptions and diagnosing
problems that may hinder making valid inferences

The guided data analysis in the last section of this module will
provide an opportunity to gain practice with the many data-
analytic activities outlined earlier in this module
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5.43 Bookend: Section 4

This is the end of the section.

Main Menu

6. Section 5: Data Activity

6.1 Cover: Section 5

Section 5:

Data Activity

[30 Minutes]
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6.2 Learning Objectives

Learning Objectives

1. |dentify the software packages available for conducting a mixed-effects analysis in R

2. Conduct exploratory data analysis, reshaping data and calculating descriptive statistics

3. Specify the model in R using the appropriate function arguments

4. Assess the model fit by examining output, model assumptions, and parameter estimates

6.3 Topic Selection

Section Overview

Data
Activity

4. Graphically Evaluate
Assumptions

Data

Click on each button to learn more Analysis
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6.4 Bookmark: Get Acquainted with R

6.5 Many Sides of R

Many Sides of R

« Two primary options exist for working with data in R:

“Base R” and “Tidyverse”

* In this module, we will demonstrate how users can leverage tidyverse
packages and principles for each stage of a longitudinal data analysis.

Tidyverse

« Access to variety —
great statistical packages exist on
CRAN and most are not part of

Base R:

hundreds of

+ May have advantages in
computational speed

Tidyverse:

Data-science oriented
Consistent logic across packages
and functions

Active development & emerging
resources for complex statistical
models

DM16 SLIDES
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6.6 Welcome to Tidyverse

Welcome to Tidyverse!

What makes data “tidy”? What is Tidyverse?
* Variables are in columns « A set of R packages built for
= Observations are in rows simplified data management
* Tables contain a single * Tidyverse packages are all
observational unit share a coherent structure
and logic

6.7 Tidyverse for Longtitudinal Data

Tidyverse for Longitudinal Data

Convert data from wide to long
+ Assess balance and missingness

« Calculate descriptive statistics
across time variables and levels
of predictors

+ Assessing balance in missing data

« Plot individual and aggregated trajectories
» Create custom residual and random effects
graphics
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6.8 Selected Tidy Functions for Longitudinal Data

Selected Tidy Functions for Longitudinal Data
Manipulat
Read/Write Pk a‘ 2 Visualize
Summarize

readr::read_csv tidyr::pivet_longer geplot2::;geom_histogram

Takes a .CSV file + Covert wide data to the * Create a histogram

y long format
(other file format g geplot2::geom_point

available) dplyr::mutate

* Plot a scatterplot
Outputs a tibble, * Create new variables, :
which is based on the manipulate existing geplot2iigeom line
R dataframe class variables

Generate spaghetti/
Recode missing data individual trajectory plot

dplyr::group_by &
from within the

dplyr::summarize geplot2:geom_qgq

function
produce descriptive + Assess normality of data
statistics for different points
levels of grouping
variables

6.9 Bookend: Get Acquainted with R

This is the end of this part.

Topic
Selection
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6.10 Bookmark: Perform Exploratory Data Analysis

‘OO O‘OOO (

Perform Exploratory

Data Analysis

O “O

6.11 EDA1:Load the Data

Load the Data

Loading NLSY Data
+ Child’s age, reading skill, and anti-social behavior were measured at 4 waves

* Mom's age, child’s sex, home cognitive stimulation, and home emotional
support were measured at Wave 1

* Model children’s anti-social behavior over time
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Code (Slide Layer)

Example Code

MNOTE: R will start looking for the
“inst” folder in the current
# read data from .CSV file working directory

I path_dat <- “inst/extdata/anti-read.csv” l

dat <- raadr::rnd_csv(pathﬁdat

MOTE: na = "-99” tells R that any value of -9g
should be recoded to missing

6.12 EDA 2: Determine Necessary Manipulations

Determine Necessary Manipulations

Converting from Wide to Long Format

* Repeated observations are stored in the wide format, with data
from each wave contained in a separate column

* Following tidy data principles, “pivot” the wide data into the long
format using the {tidyr} package
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Code (Slide Layer)

Example Code

MOTE: R will look for all of the columns that start with “an”, which are the
anti-social scores at each wave, and combine them inta ane column

MOTE: This symbal is called a "pipe” and tells R to feed
whatever comes bafore it into the function after it

# pivot wide to long
Wherever you see a “." in the function following the pipe,

dat_long <- da ::::::::np?::y a placeholder for the abject that came

| tidyr::pivot_longer{data =, |
cols — dplyr::starts with(“an”),

NOTE: An additional column, “wave”, will be created to indicate
the wave in which the anti-sacial score was measured

6.13 EDA 3: Summarize and Describe the Data

Summarize and Describe the Data

Calculating Descriptive Statistics

* Mean and variance of the outcome at each time point (in this case we
have two time points to choose from: wave or child’s age)

* Correlation/covariance of the outcome measured at time 1 with the
outcome measured at time 2, etc.

Each of statistics can be grouped, for example:

* Describe average change in anti-social behavior among boys and girls
over time (group by the sex variable, “gen”)
* Explore anti-social behavior sample statistics across levels of home

cognitive stimulation (group by the cognition variable, “homecog”)
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Code (Slide Layer)

Example Code

dat_long %>%

| dplyr:group_by(., ag}p6-%

dplyriisummarize(.,

NOTE: We use the dplyr::group_by function to tell
R to calculate the statistics we request in the next
step within each level of the grouping variable.
Here, we choose to group by “ag”, or the age of
the child, rather than the "wave” of data
collection.

To also group by a predictor, e.g., child’s sex, add
the grouping variable of interest after “ag”, like so:
dplyr:group_by{., ag, gen).

mean = round{mean{anti_score, na.rm = TRUE}, 2},

var = round{var{anti_score, na.rm = TRUE}, 2},
n = dplyr::n(}} .
NOTE: Using dplyr::n{) tells R to calculate the

sample size in each group. This is especially
important in our case because we have
chosen to group by age rather than wave.

6.14 EDA 3: Example Table

Example Table

Anti-Social Behavior Descriptives

Sample size, means, & variances of anti-social scores across ages

6

DM16 SLIDES

Anti-Social Scores by Age

Child Age Sample Size Mean Variance

122 1.57 278
168 1.55 242
148 197 3.23
192 1.89 3.82
151 2.14 4.56
174 1.79 3.80
135 1.84 317
173 224 5.16
101 1.96 4.36

& 1.12 355
250
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6.15 EDA 4: Visualize Change Over Time

Visualize Change Over Time

Graphical Analysis: Spaghetti Plots
* Spaghetti plots portray the trajectories of the outcome for each
individual over time

* To improve readability, plot a small random subset of individuals
rather than the whole sample

* Plots can be split by group to help visualize potential sources of
covariate effects

Code (Slide Layer)

Example Code

# randomly select individuals {ids) from dat_final

sample_id < dat_final %>%

dplyriidistinet(., person_id) %% NOTE: This set of code randomly samples 12
dplyr::sampla_n(., size = 12} %>% individuals from our dataset to be plotted
unlist{.)

. . NOTE: dplyr::filer keeps only these individuals
# filter dat_final by sampled ids selected in “sample_id* for the plat

dat_final %>
dplyridfilter(., person_id %in% sample_id) %>% l
-y (BES

geplot2::aes(y = anti_score, x = child_age, group = person_id, calor =
assigned_sex) + NOTE: ggplot2::geom_point plots the x
ggplot2::;gaom_point(} + and y values for each person;
eenln geplotZ::geom_line creates the
“spaghetti” (lines for each individual)
connecting each of their points

_
ggplotZ::Facet_wrap{plyr::vars{person_id)}

NOTE: ggplot2:=facet_wrap splits the plot

into frames for each individual m
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6.16 EDA 4: Example Plot

EDA 4: Example Plot

Individual Trajectories Plot
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6.17 Bookend: Perform Exploratory Data Analysis

This is the end of this part.

Topic
Selection
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6.18 Bookmark: Conduct Mixed-Effects Modeling Using {nIme}

LY
‘O

Conduct Mixed-Effects
Modeling Using {nime}

6.19 Graphical Eval: Model Assumptions

Graphical Evaluation: Model Assumptions

Primary Assumptions of Linear Mixed-Effects Model

* The relation between the outcome variable and time is linear

*  The model residuals and random effects are centered around 0 and
normally distributed with constant variance

* The level-1 residuals are independent of the level-2 random effects

The mixed-effects model does not assume that observations are

independent, just that residuals and random effects are independent
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6.20 Model Fit 1: Calculate the ICC

Model Fit 1: Calculate the ICC

What is an ICC for Longitudinal Data?

* The intraclass correlation coefficient (ICC) tells us what proportion of
variance in a fully unconditional model exists at level-2 relative to the
total variance

* Alarge ICC, closer to 1, implies more variability in average anti-social
behavior across persons

* A smaller ICC, closer to 0, implies persons are similar to one another
in anti-social behavior

Code (Slide Layer)

Model Fit 1: Example Code

null_icc < da‘t_ﬁna NOTE: “anti_score ~ 1" gives the model
formula. This tells nime::Ime{} to madel
the anti-social behavior scores with an
data—; intercept only, where the intercept is
method = "ML", represented by the 1.

random =~ 1 | person_id,

control = list{maxiter = 100, returnObject = TRUE)
}

nlme::lme

anti_score ™ 1,

NOTE: This statement extracts the level-1

. residual variance from the null_icc model object.
# calc icc =

11_var <- summary{null_icc)Ssigma
' var <- as.numeric nlme::VarCorr{null_icc)["{Intercept)”, “Vanance”]

NOTE: This statement extracts
the level-2 intercept variance
from the null_icc model.

icc < I2_var f {I1_var +12_var)
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6.21 Model Fit 2: Identify “Best” Model Structure

Model Fit 2: Identify “Best” Model Structure

Modeling Random Effects, Error Variances, and Error Covariances
+ Start with the least complex model and add terms one at a time,
estimating with maximum likelihood
+ Utilize the knowledge gained from EDA to choose which terms to
add (e.g., are random slopes necessary? do variances appear

homogenous?)

+ Compare models using information criteria, searching for the
model that minimizes AIC/BIC

Code (Slide Layer)

Model Fit 2: Example Code

null_rslp <- dat_final %%

nime::Ime{ NOTE: This formula for the model random
anti_score ~ 1 + child_age, effects includes “1" for the intercept and
data_= ] bl “child_age” for the random slope of the effect

of time.

na.action = na_exclude,

NOTE: The “weights”
argument in combination with
the “nlme::varldent” function

" 1 tells nlme that the within-
value = -.3, form = ~ 1 + child_age | person_id person residual errors should
) be allowed to be unequal
control = list{maxIter = 100, returnObject = TRUE)  across time.

}

NOTE: The “correlation” argument with the
“nime::corCompSymm” function tells nlme to allow the
within-person covariances to have a compound symmetric

structure. Other structures are available. m
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6.22 Model Fit 3: Test Covariates of Interest

Model Fit 3: Test Covariates of Interest

Assessing Covariate Effects

« Predictors can be added to a longitudinal mixed effects model in
much the same way as with regular linear regression, and all the
usual caveats about predictor selection apply

* In the same way that we added a random effect, or random slope, to
the effect of time (child_age) in the previous example, we can add
random effects to all covariates

* The more random effects a model estimates, the more complex.
Convergence and estimation issues may be a result of over-
parameterized models

Code (Slide Layer)

Model Fit 3: Example Code

NOTE: Adding assigned_sex to the random effects structure indicates that the
model will estimate a random slope for this variable. This choice would make
sense if we believed that the relation between assigned sexand anti-sodial
behavior was different across different children.

cond_rslp <- dat_final %>%

nlme::Ime{
anti_score ™ 1+ child_age
data =.,
na.action = na.exclude,
method = "ML",

random = Tl ildiag person_id,
control = list{maxiter = 100 returnObject = TRUE)

)

NOTE: Here, we add the predictor "assigned_sex" to
our model formula to explore whether anti-social
behavior trajectory differs between boys and girls.
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6.23 Bookend: Conduct Mixed-Effects Modeling Using {nIme}

This is the end of this part.

Topic
Selection

6.24 Bookmark: Graphically Evaluate Model Assumptions

L
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Graphically Evaluate
Model Assumptions
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6.25 Graphical Eval: Diagnostic Plots in R

Diagnostic Plots in R

Evaluating Assumptions Using ggplot2

= ggplot2 is a flexible tool for graphically evaluating modeling
assumptions

= Plotting is most effective when estimated residuals and

random effects can be extracted from the model object in R
and re-merged with the raw data

Code (Slide Layer)

model eval <- cond reml| %>% NOTE: The nime::ranef{) function

nlme::ranef{., condVar = TRUE}}%=% extracts the estimated random effects
, from the model object “cond_reml”.

@as_|
dplyrmutate(
person_id =dat_final %>% dplyr::distinct{., person_id) %% unlist(.},
.before = "{Intercept)"
) %%
dplyr::rename(., resid int = *{Intercept}’, resid age = child age) %>%
dplyrzright_join{., dat_final, by = "person_id") =%
dplyr--mutatel MOTE: In the last step, level1
resid_id = residuals{mod, type = “Pearsonil residvals and fitted values are
fitted id = fitted{mod)} extracted using the “residuals”
and “fitted” functions from base R.

NOTE: Using the dplyr::right_join function, we can merge
the level-2 random effects back with the “dat_final” dataset. m
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6.26 Graphical Eval: Normality of Random Effects

Normality of Random Effects

Histogram of Level-2 Random Effects (Time)
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6.27 Graphical Eval: Constant Error Variance

Constant Error Variance

Scatterplot of Fitted Values and Standardized Level-1 Residuals
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6.28 Graphical Eval: Independence of Error Terms Across Levels

Independence of Error Terms Across Levels

Scatterplot of Standardized Level-1 Residuals and Level-2 Random Effects
female male
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6.29 Bookend: Graphical Evaluation

This is the end of this part.

Topic
Selection
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6.30 Bookmark: Real Data Analysis
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. Click on each video image, which will open video in a new browser window.
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6.32 Graphical Evaluation

Graphical Evaluation

* Linear mixed-effects models for longitudinal data are similar to
linear regression models in that they impose several assumptions

* With increasing model complexity, there are both more
assumptions and more opportunities to “relax” assumptions that
are untenable

6.33 Example 2

DM16 SLIDES 103 / 105 8/1/2020



6.34 End of Section

OO‘OO

6.35 Bookend: Data Activity

This is the end of this part.
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6.36 Module Cover (END)
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